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Abstract

Abstract

Driven by the objective of constructing an open and interconnected Energy Internet,
combined heat and power systems break the physical and cyber barriers between the
electric power system and the heating system and thus improves the system’s efficiency
and reduces greenhouse gas emission. However, current studies on power flow analysis
and optimization do not fully address the different time scale characteristics of the
electric power system and the heating system: The research considering the different
time scales simplifies system topology and control mechanisms; The research without
compromise on system topology and control mechanisms fails to consider the different
time scales of electricity and heat. Additionally, existing solution methods for power
flow and optimization have convergence problems and sometimes are not interpretable.
These problems threaten the efficiency and security of combined heat and power
systems.

In this dissertation, the challenges from different time scales are addressed in the
power flow, economic dispatch, and frequency control for the combined heat and power
system, where the topology and control mechanisms are not simplified. The main
contributions are:

1) In power flow analysis, the power flow model of combined heat and power
systems is proposed considering the heat dynamic process, the meshed network, and
variable mass flow. A decomposition solution method based on backward-forward
iteration is proposed to solve the nonlinear power flow model iteratively and
sequentially. The results of the proposed method have high accuracy compared with
real-time measurement. Also, the proposed method has fast convergence speed and
avoids the divergence problems of existing methods. Moreover, the proposed method
overperforms commercial software in terms of the heat dynamic process. 2) In the
synchronous economic dispatch with variable mass flow, the proposed optimization
model reduces the complexity from integers in the existing optimization model without
compromising on accuracy. The resulting non-convex model is solved by the proposed
modified Generalized Benders Decomposition method with improved convergence and
acceleration. Compared with existing methods, the proposed method has lower overall
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costs and overcomes the divergence problem of solver IPOPT. 3) In the asynchronous
economic dispatch, the different adjustment time scales of the electric power system and
the heating system are addressed by the asynchronous dispatch models. The comparison
with the traditional synchronous methods demonstrates that the asynchronous method
can overcome the security problems and infeasible results. Also, the influence of the
dispatch interval on the overall costs and computational efficiency is studied. 4) In the
frequency control, a fully-distributed frequency control method is developed with the
system-wide optimality. The proposed control method does not violate the constraints
of generator’s feasible regions compared with existing control methods and is robust to
the inaccurate damping coefficient.

In summary, this dissertation studies the challenges from different time scales in
power flow analysis and optimization of combined heat and power systems. By the
innovation of models and solution methods, the simplifications on topology and control
mechanisms are overcome, while the convergence and accuracy are improved compared
with existing methods. The research in this dissertation can be applied for the accurate
and efficient power flow calculation, economic dispatch, and frequency control of the
combined heat and power systems in the Energy Internet.

Keywords: combined heat and power systems; different time scales; power flow;
economic dispatch; frequency control
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Chapter 1: Introduction

Chapter 1: Introduction

1.1 Background and Motivation

The traditional operation of the electric power system and the heating system
adopts a highly closed manner with various barriers. The barriers from the different
characteristics of electricity and heat make it difficult to model and operate the two
energy systems jointly. Also, there are barriers from the separate operation of the two
different energy systems because they are owned by different utility companies. These
barriers not only influence energy systems’ efficiency but also threaten security. For
example, in December 2019, the failure of electric transmission lines caused by
snowstorms led to the breakdown of the Icelandic heating system powered by electricity
[1]. Moreover, in December 2018, the breakdown of a CHP unit led to the major failure
in the heat network, where an area of about 13 million m? lost heat supply in Ningxia
[2]. With the increasing number of renewables and electric-heat coupling devices
especially the CHP units integrated into energy systems, it is impossible to adopt the
traditional idea of increasing each system’s reserves for security because of low
efficiency.

In recent years, the concept of Energy Internet has been developed all over the
world whose ultimate goal is to build an open, interconnected, and equal platform for
energy systems [3]-[5]. To this end, breaking the barriers between different energy
sectors, such as the electric power systems and the heating systems, becomes
indispensable. Driven by this motivation, the combined heat and power system
interconnects the electric power system and the heating system in both the physical
layer and the cyber layer to jointly operate the two energy systems, which contributes to
the improvement of the system’s efficiency and security. The combined operation of the
two energy systems can improve about 50% of fuel efficiency and reduce 13%-18% of
carbon emission [6][7]. Furthermore, the complementary property of the two energy
systems can be further used for more flexibility [8]: the electric power system requires
real-time power balance whereas the temperature in a heating system has much higher
inertia. Thus, if operated properly, heating systems can serve as storage for power
systems, which may in turn provide alternative heat sources to heat systems. Therefore,

1
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it is of crucial importance to exploit such a complementary property with all possible
adjustment means.

Energy
Small inertia, quick adjustment
Transient Static Economic Unit
Electricity stability stability dispatch commitment

| Lergerinertia,slower adjustment

— | storee | Adsimen
Heat
ms s min hour day Time scale

Figure 1-1. The time scales of different energy systems.

Table 1-1 The dynamic and adjustment time scales of the two energy systems.

Energy systems Dynamic time scale Adjustment time scale
Electric power system <1 second minutes
Hydraulic process seconds~minutes minutes

Heating system
Thermal process minutes~hours minutes~hours

However, as shown in Figure 1-1 and Table 1-1, in the operation of combined
heat and power systems, the electric power system and the heating system have
different dynamic and adjustment time scales: The electric power system can reach the
steady-state in seconds and is adjusted in minutes, while the heating system has a long
dynamic process varying from minutes to hours and is adjusted in minutes or hours [9].
As a result, complex partial differential equations are needed to describe the heat
dynamic process in power flow and optimization problems [10]. In addition, when the
system topology and control mechanisms are not simplified, the combined electric and
heat power flow model has nonlinear equations and the optimization model has bilinear
constraints. These challenges make the power flow, economic dispatch, and frequency
control of combined heat and power systems difficult to model and solve.

1.2 Literature Review

1.2.1 Combined Electric and Heat Power Flow Analysis

To overcome the challenges from different time scales and simplifications on
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system topology and control mechanisms, researchers have made unremitting efforts,
which are summarized in Table 1-2. Based on whether the different time scales of
electric power systems and heating systems are considered, the power flow research
papers are divided into two types: the steady-state analysis [11]-[17] and the dynamic
analysis [18]-[29].

Table 1-2. Summary of representative research on power flow analysis.

Electric
power Heating system
system
Power flow | Heat dynamic | Multiple Variable
Research Loops
model process DERs mass flow
X Liu-] Wu’16-APEN [15] AC x \ \ \
Z Li-M Shahidehpour’
ot DC v x x v
16-TSE [27]
W Gu-J Wang’17-APEN
s DC \ V v x
[25]
I B Hassine’ 13-APTE [22] ; < v \
L Wang’17-APEN [29] AC x v v \
S Huang-Q. Wu’19-Ener
o Y| e x SO I B
[38]
Proposed approach AC \/ \/ \/ \/

where DERs indicate the distributed energy resources. The AC and DC are the
abbreviations of Alternating Current and Direct Current, respectively. The APEN and
APTE denote the journals Applied Energy and Applied Thermal Engineering,
respectively. The TSE indicates the journal IEEE Transactions on Sustainable Energy.
The steady-state analysis assumes after a change or disturbance both the electric
power system and the heating system can reach steady states without dynamic processes.
Under this assumption, [11] adopts the simplified power flow model which ignores
electric and heat networks. Although the electric and heat networks are considered in
[12]-[14] by the Energy Hub model, the networks are neglected or simplified as
coefficients. As a result, the power flow calculation may be inaccurate because the
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electric power flow is influenced by the line impedance while the pipeline parameters
can have a significant influence on the heat power flow. To take electric and heat
networks into consideration in power flow analysis, papers [15] and [16] have proposed
a combined electric and heat power flow model considering detailed network models.
More preciously, paper [15] and [16] apply the AC power flow model in the electric
power system and consider the meshed network, multiple DERs, and variable mass flow
in the heating system. As an extension, paper [17] integrates the building temperature
into the power flow analysis. However, the power flow models mentioned in [15]-[17]
does not consider the different time scales of electricity and heat, which is not accurate
to reflect the heat transmission process.

The dynamic models aim to consider the heat dynamic process in the combined
electric and heat power flow analysis ignored by the steady-state model. Since the
dynamic process is originally described by partial differential equations, researchers
have developed model-based methods [19]-[25] and data-driven methods [28][29] for
the complex power flow model.

In the model-based method, complexity from the nonlinear equations and partial
differential equations challenges the convergence and accuracy of existing methods, so
different levels of simplifications have been made to deal with it. Papers [18]-[21]
analyze the power flow of a simple heating system which only has one pipeline. Based
on a real-world heating system with loops, [22] proposes the heat power flow analysis
methods for the meshed networks, but how to deal with direction-varying mass flow
and multiple DERs still needs to be further explored. Besides, papers [18]-[22] only
analyze the power flow of the heating system without the electric power system. To
analyze the combined electric and heat power flow, authors of [23]-[25] have developed
different methods considering the loops and multiple DERs. However, the heat mass
flow is assumed to be as the constant. Papers [26] and [27] have developed
quasi-dynamic models with a steady-state power system model and dynamic heating
system model, but it does not consider multiple DERs and direction-varying mass flow
in heating systems, either.

In the data-driven method, paper [28] proposes a black-box method based on the
historical data for power flow calculation, which overcomes the nonlinearity caused by
the loops in the heating network. Authors of [29] build an individual-based method to
reflect the heat dynamic process in the power flow analysis. However, the above
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data-driven methods need massive and detailed data to train and cannot guarantee
accuracy under different circumstances and is not interpretable.

In summary, if the different time scales of electricity and heat are considered
without simplifications on topology and control mechanisms, the partial differential
equations and nonlinear equations make existing methods difficult to solve. If too many
assumptions are imposed on the power flow model, the calculation results cannot reflect
the accurate power flow, and the model cannot be generalized. Thus, both the
generalized power flow model and the reliable solution method are needed for

combined electric and heat power flow analysis.

1.2.2 Economic Dispatch for Combined Heat and Power Systems

Since the heating system may not have the same adjustment time scale as the
electric power system as presented in Table 1-1, two frameworks for the economic
dispatch of combined heat and power systems are developed in this dissertation and
shown in Figure 1-2: synchronous dispatch and asynchronous dispatch. Synchronous
dispatch is used by most literature, where the electric power system and the heating
system are adjusted with the same time scales. However, when the two energy systems
have different adjustment time scales, if the combined economic dispatch adopts the
short electric adjustment time scale, a part of heat dispatch command cannot be
executed practically; if the dispatch follows the long heat adjustment time scale, some
electric load demands cannot be satisfied and the efficiency cannot be guaranteed. This
dilemma caused by the synchronous dispatch framework requires the system operators
to trade off security and efficiency. Thus, asynchronous dispatch method is needed in
combined heat and power systems to optimize the electric power system and the heating
system according to their own adjustment time scales.

Energy Energy

Systems | | Systems | | | |
| | | | | |

- T T ] T T T T

E;Stte"rl? eo0] - Synchronous Z'jﬁtt;”mg E | | | .. Asynchronous
| | Economic | | | | Economic

Power Dispatch Power Dispatch

system EI EI EI system EI El EI El El

o) t o) t

Figure 1-2. lllustration of synchronous and asynchronous economic dispatch (ED) methods.

In this dissertation, we first present the synchronous dispatch with variable mass
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flow because the hydraulic mass flow can be adjusted as fast as the electric variables.
Then we extend the economic dispatch to the asynchronous dispatch which allows the

electric power system and the heating system have different adjustment time scales.

1.2.2.1 Synchronous Dispatch with Variable Mass Flow

Temperature and mass flow are the two most important types of control variables
in heating systems [30][31]. However, because adjusting mass flow and temperature
simultaneously leads to the nonlinearity and non-convexity for the optimization model,
many papers only consider varying temperature adjustment, which limits the flexibility
of combined heat and power systems [32]. To further increase the adjustable range of
heat power and improve the system flexibility, it is crucial to adjust both mass flow and
temperature in the heating systems for combined heat and power operation. For clarity,

the summary of papers in synchronous economic dispatch is shown in Table 1-3.

Table 1-3. Summary of representative research on synchronous economic dispatch.

Optimization model Solution Method
Electric .
Heat ) Variable
power .| Multi- Convergence | Summary
Research dynamic mass
system DERs guaranteed | of method
process flow
model
S Yao-W Gu’18-
DC \ \ < \ MIQP
IEEE Access [41]
C Lin-W
DC \/ \/ x \/ Convex
Wu’17-TSE-[23]
S Huang-Q.
0Q DC x \ \ \ socp
Wu’19-Energy [38]
ZLi-M Direct
Shahidehpour’ DC v X v X iteration
16-TSE[27] method
Y Chen-H Modified
DC v x v v
Sun’19-Energy [39] GBD
Modified
Proposed approach DC \/ \/ \/ \/ T
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where the blocks in grey indicate the optimization models in the papers are non-convex.
MIQP is the abbreviation of Mixed-Integer Quadratic Programming, and SOCP is the
abbreviation of Second-Order Cone Programming. GBD indicates the Generalized
Benders Decomposition [33].

On the economic dispatch of combined heat and power systems, a large part of
existing literature assumes the fixed mass flow adjustment in heating systems. The
authors of [14] propose a convex dispatch model for Energy Hubs, but the detailed
networks still need to be considered to reflect transmission limits. To address the issue
of modeling electric and heat networks, papers [34] and [35] adopt different models to
consider network constraints, but the heat network dynamic process is simplified. To
further utilize the heat dynamic process as a source of flexibility, authors of [23][24][36]
formulate convex combined heat and power dispatch programs to accommodate more
renewables and reduce costs. Although [23][24][36] consider the flexibility from heat
inertia, the mass flow is fixed. As a result, the flexibility of the combined heat and
power system is still limited.

For more flexibility and accuracy, other researchers adopt variable mass flow
adjustment in their optimal dispatch models. Since adjusting mass flow can cause strong
non-convexity, two kinds of methods, i.e., data-driven methods and model-based
methods have been developed. The data-driven methods have the same idea as [28] and
[29], which treated the non-convex optimization problems as black-boxes and use
historical data to predict future states. Although the data-driven methods are effective to
deal with non-convex optimization models, they may suffer from problems of
interpretability, reliability, and accuracy, especially under different operation strategies.
Heuristic algorithms can be embedded in data-driven methods to improve reliability and
accuracy. Paper [27] applies a heuristic iterative method for the non-convex economic
dispatch model, but the DERs are ignored in this paper. Authors of [37] and [25]
develop heuristic methods to solve the Mixed Integer Nonlinear Programming (MINLP)
considering DERs which introduce nonlinear constraints. Unfortunately, due to the
bilinear constraints and integers in the MINLP model, the solution methods based on
the heuristic methods may suffer from problems in convergence and interpretability.

Recently, some model-based methods have been proposed to address the
trackability and convergence problems. However, optimization models are simplified.
For example, heat dynamic process is not considered in [15][38], as a result, the
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methods in the two papers are hard to ensure accuracy and convergence simultaneously
due to other bilinear constraints. The authors of [39] have proposed the modified GBD
to overcome GBD’s inability of solving non-convex problems, but there are varying
degrees of simplification and approximation in the dispatch model and the solution
method. Moreover, paper [39] does not consider multi-DERSs, either. Although these
simplifications on models help to make the optimization model solvable, they impede
the accuracy and may threaten the system’s security.

In brief, the synchronous economic dispatch model with variable mass flow
provides more flexibility for the combined heat and power system, but its non-convexity
challenges the convergence and reliability of existing solution methods. Although
simplifications and approximations help to make the optimization model easier to solve,
the efficiency and accuracy can be affected in varying degrees. Thus, on the
synchronous economic dispatch with variable mass flow, it is essential to reduce the
model complexity from integers and propose the solution method with improved

convergence and acceleration.

1.2.2.2 Asynchronous Economic Dispatch

As presented in Table 1-1, it is not safe to assume that in all circumstances the
electric power system and the heating system have the same adjustment time scales.
Thus, the asynchronous economic dispatch is needed to incorporate the different
adjustment time scales of electricity and heat.

However, most existing literature assumes the same adjustment time scales of
electricity and heat. For example, authors of [23] and [36] use the pipeline storage
ability from the heat dynamic process to accommodate more renewables. Also, the
building heat inertia is considered in [24] to provide additional flexibility. Moreover,
some research papers like [15][38]-[40] adopt the variable mass flow adjustment in the
heating system. Unfortunately, the above research papers all assume the heating system
can respond to dispatch commands as fast as the electric power system, which is too
ideal in practice.

To address the challenge of different adjustment time scales of the electric power
system and the heating system, some researchers utilize hierarchical dispatch methods.
An instance is that paper [41] proposes a hierarchical way to dispatch the combined heat
and power system, which eliminates the dispatch error caused by different adjustment
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time scales layer by layer. However, because the power system and the heating system
still have the same adjustment time scale in each layer, if the time scale is selected too
long, the fast adjustment ability of the power system will be wasted; if it is too short, the
heating system cannot respond to the command due to the slow dynamic process.
Although [29], [41]-[43] propose different hierarchical models to relieve the problems
caused by the different adjustment time scales, the traditional synchronous dispatch
methods in each layer will still have a negative impact on system efficiency and security
because of ignoring the different adjustment time scales for electricity and heat.
Recently, an improvement has been made to step to the asynchronous dispatch by
operating the combined heat and power system according to each energy system’s
adjustment time scale. The paper [44] discusses the framework of asynchronous
economic dispatch, however, the optimization model and the necessity of using
asynchronous dispatch are not included.

In summary, the different adjustment time scales of electricity and heat should be
considered in the economic dispatch if the electric power system and the heating system
have different adjustment time scales.

1.2.3 Frequency Control for Combined Heat and Power System

Traditionally, the secondary frequency control (also called Automatic Generation
Control, AGC) employs a hierarchical model with a centralized control center [45][46].
But currently this strategy faces challenges due to expensive ramping reserves, heavy
communication burden among a large number of DERs, and slow reaction because the
time scales of each optimization layer are different. Besides, in the combined heat and
power systems, electric-heat coupling devices’ electric power output is dependent on
the heat power output. Thus, traditional centralized control in the electric power system
cannot be directly used in the combined heat and power system. To make it clear, the
representative research papers on the secondary frequency control are summarized in

Table 1-4 and detailed in the following paragraphs.
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Table 1-4. Summary of representative research on optimal frequency control.

. Solution Global
Optimal control model L
Method | Optimality
] Electric .
Electric- . Measuring o
line Inaccurate | Distributed
Research heat phase o
) power coefficient | method
coupling e angle
limit
H Liu’15-TPS [49] x \ - x x x
Y Xu’18-TSG [52] < \ \ x \ x
Y Xu’19-TIl [53] < < \ < \ \
N Li’16-TEG [54] < < - \ \ \
E Mallada-S
x \ x x \ (semi) \
Low’17-TAC [55]
X Chen’18-CCTA
< | N | x V V v
[56]
| Beil-I
Hiskens’16-PIEEE | - - - < x
[58]

TSun’18-TSG[59] | x - - x <
Proposed approach \/ \/ x \/ \/ \/

where TPS indicates the journal IEEE Transactions on Power Systems, and TSG
indicates the journal IEEE Transactions on Smart Grid. TAC and TII denote the
journals IEEE Transactions on Automatic Control and IEEE Transactions on Industrial
Informatics, respectively. TEG is the journal IEEE Transactions on Control of Network
Systems, and CCTA indicates the conference IEEE Conference on Control Technology
and Applications. PIEEE denotes the Proceedings of the IEEE.

In the electric power system, researchers have proposed distributed frequency
management by controlling some types of loads and devices. For example, flexible load
demand is utilized in [47] and [48] to respond to frequency regulation signals. Moreover,
electric vehicles [49] and battery storage systems [50] are also controlled to provide
ancillary services and realize load-side frequency management. These works illustrated
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how to model and control specific types of loads and devices, however, the system-wide
optimality might not be guaranteed at the same time. To address this issue, paper [51]
proposes a distributed proportional-integral load controller. Papers [52] and [53]
develop distributed optimal control schemes to regulate frequency and voltage.
Nevertheless, some reliability constraints such as load power and line power flow limits
are not considered. Based on the reverse engineering, papers [54]-[56] design
distributed control manners to restore frequency with system-wide optimality, line
thermal limit, and guaranteed convergence under inaccurate coefficient, where [56]
realizes the fully distributed algorithm with only neighborhood communication and
does not need an accurate measurement of parameters. However, the methods above
may not work well in the combined heat and power systems because of ignoring the
electric-heat coupling constraints of generators. As a result, if we directly apply the
frequency control methods above in the combined heat and power system, the electric
power adjustment may violate the operating constraints of electric-heat coupling
devices like CHP units, which menaces the stability of frequency.

In the combined heat and power systems, paper [57] realize frequency regulation
by adjusting water boiler, [58] uses heating, ventilation, and air-conditioning devices to
support frequency regulation, and [59] adopts CHP units for microgrid frequency
management. However, the system-wide optimality is not considered above, and the
flexibility from heating networks or buildings are not fully exploited.

In summary, on the secondary frequency control of combined heat and power
systems, existing centralized control methods bring the system with heavy
communication and computation burdens, while some distributed control methods
cannot guarantee the system-wide optimality and ignore security constraints. Thus, the
distributed frequency control manner with system-wide optimality is needed with the
consideration of electric-heat coupling devices, electric line power limits, and
inaccurate coefficients.

1.3 Outline and Framework

The framework of this dissertation and the relationship between different chapters
are shown in Figure 1-3. Different chapters in this dissertation play different roles in the
Integrated Energy Management System [5]: The method for combined electric and heat

power flow analysis is developed in Chapter 2. In Chapters 3 and 4, economic dispatch
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methods are proposed for different operation scenarios: Chapter 3 is for the
synchronous dispatch of the combined heat and power system with variable mass flow,
and Chapter 4 is the asynchronous dispatch method which incorporates the different
adjustment scales of electricity and heat. Based on the results of economic dispatch,
Chapter 5 propose the secondary frequency control method to restore the frequency and
eliminate the power unbalance between generation and load sides.

’ Chapter 2: Power flow Analysis ‘
[ Boundary condition /

initial condition
s 0

Energy Energy
Systems Systems

| |
| | Chapter 3:

|
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. . |
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|

|
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Figure 1-3. The framework of the dissertation.

From another point of view, Chapters 3-5 constitutes a hierarchical dispatch
framework to optimize the combined heat and power system layer by layer, and Chapter
2 provides the power flow analysis methods and the optimization constraints for
Chapter 3-5.

1.4 Contribution

This dissertation develops the power flow analysis and optimization methods for
combined heat and power systems, whose key contribution is to consider different time
scales of the electric power system and the heating system with weak simplifications on
system topology and control mechanism. Compared with existing research, the
contributions are summarized as follows and illustrated in Table 1-4.
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Table 1-4. Overview of contributions of this dissertation.

Model formulation

Solution method

Chapter
2

Chapter
3

Chapter
4

Chapter
5

Power flow
analysis

Synchronous
economic
dispatch

Asynchronous
economic
dispatch

Frequency
control

Develop a generalized model
considering different dynamic

time scales, non-simplified
topology and control
mechanisms

1) Consider the flexibility from

heat dynamic process and
variable mass flow, 2) Reduce

the complexity from integers

Propose  asynchronous time
scale dispatch models with
different heat

dispatch intervals

electric and

1) Design a control mechanism
with system-wide optimality, 2)
Consider electric-heat coupling

device models, line thermal
limits, and inaccurate
coefficients

Propose a  decomposition
method with improvement in

convergence and efficiency

Propose a solution method for
the non-convex program with
and

improved convergence

acceleration

Study the influence of dispatch

intervals on cost and

computational efficiency

Propose a fully-distributed
control method with globally

asymptotical stability

1)  On power flow analysis, a generalized power flow model is developed in which the

AC power flow model in power systems and the heat dynamic process, variable

mass flow, meshed network, and multiple DERs in heating systems are considered.

Then a decomposition solution method is proposed to solve the nonlinear power

flow model sequentially and iteratively with the improvement in the convergence

compared with existing methods. The data from the practical system, and the

comparisons with the commercial software and research papers demonstrate the

effectiveness of the proposed method.

2) On the synchronous economic dispatch with variable mass flow, a non-convex

economic dispatch model is developed to remove integers in existing models

without compromising on the accuracy. An efficient solution method is proposed

for the developed model with acceleration and improved convergence.
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3)

4)

On the asynchronous economic dispatch, asynchronous dispatch models are
proposed which incorporates the different adjustment time scales of the electric
power system and the heating system. Also, the influence of dispatch intervals on
the total cost and computational efficiency is studied in the case simulation, and
the necessity of using asynchronous dispatch is demonstrated from the comparison
with the traditional dispatch method.

On the frequency control, a fully-distributed frequency control mechanism with
system-wide optimality is developed considering the model of the electric-heat
coupling device, line power flow limits, and the inaccuracy of damping

coefficients.
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Chapter 2: Combined Electric and Heat Power Flow
Analysis

2.1 Overview

The combined electric and heat power flow analysis calculates the power flow
distribution in the electric power system and the heating system, which provides basic
information for the security analysis. In this chapter, a generalized power flow analysis
method is proposed for combined heat and power systems for accurate and efficient
calculation. The advantages are:

1) The proposed power flow model requires weaker assumptions on topology and
control mechanisms, where the AC power flow in power systems and the heat
dynamic process, loops, multiple DERs, and direction-variable mass flow in heating
systems are considered simultaneously.

2) A decomposition solution method is developed to divide complicated nonlinear
power flow equations into small parts and solve them sequentially and iteratively,
whose convergence surpasses existing methods.

3) The accuracy and applicability of the proposed method have been demonstrated
with comparisons to data from real systems and methods in the existing literature:
the proposed method has an average error of 0.09% compared with real measured

data and surpasses commercial software in terms of pipe temperature dynamics.

2.2 Physical Model

The combined heat and power system incorporates two different energy systems
i.e., electric power system and district heating system with diverse characteristics: First,
as shown in Figure 2-1, the dynamic time scales of electricity and heat are different: In
the time scale of power flow analysis, the electric power system and the hydraulic
process in the heating system have already reached the steady states, but the heat
thermal process is still in the dynamic state [17][60], which needs to be described by the
partial differential equations. Second, the power system and the heating system may

have different network topologies. Third, the power system and heating system have
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different control mechanisms for reliability and efficiency. For example, variable mass
flow adjustment is adopted in the heating system to improve efficiency [27][61], but
there are no similar strategies in the electric power system.

Time scale of power

flow analysis
Power
system |7
Hydraulic ST |
) process
Heating
system
y Thermal ST
process
@] ms S min hour day Time scale

Figure 2-1. The steady-state time (ST) after disturbance of different energy systems.

Considering the above physical differences between the two energy systems, it is
essential to model the power system and heating system respectively according to the
characteristics of each system. Figure 2-2 uses an example to show the physical model
of the combined heat and power system, where the electric power system and the
heating system are coupled with electric-heat coupling devices. Energy sources include
thermal generator, electric-heat coupling devices like CHP unit and electric boiler,

electricity from the main grid, etc.

___Heat ___ Heat supply Heat return @ Energy
node network network source

Heat
system

.
| Power
| system
1

Heat node
and heat pipe

Figure 2-2. The physical structure of combined heat and power system.

As presented in Figure 2-2, the heating system consists of heat nodes, heat supply
network, and heat return network. In the heating system, heat is transmitted by media,
which is assumed to be water in this dissertation. Unlike electric power systems, a heat
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node has to use the heat exchanger to get heat from the heating network. The load node
heat exchangers obtain heat from high-temperature water in the supply network and
release the low-temperature water to the return network. For clarity, the variables with
the form 7 and T are used to denote the pipe temperature and the node temperature in
the following parts, respectively. In the supply network, the node temperature T;$
indicates the temperature after mixing, and the node exchanger supply temperature T\
indicates the temperature before mixing. The same is true in the return network.

2.3 Power Flow Model

The power flow model of combined heat and power systems are relatively mature.
As shown in Figure 2-1, in the power flow analysis, steady-state models are used in the
electric power system and the hydraulic process in the heating system, and the dynamic

model is used in the thermal process in the heating system [17].

2.3.1 Model of Electric Power System

The AC power flow model is adopted in the electric power system. The variables
of the power system are bus voltage, phase angle, active power, and reactive power.
The voltage of the bus i is denoted by

Vit :|Vi,t|(C030i,t +jsing,) VieE, t=1,2,--T, (2-1)
where [Vi,t| and 6 are the voltage magnitude and phase angle of bus i at time t. Set E
is the set of buses in the electric power system, and T indicates the number of total time

sections.
The complex power injection of bus i are calculated by

Si,t = pi,t + jqi,t :Vi,tZ(YijVj,t)* v' € E! t:11 21 -"T ) (2'2)
j=1

where Si;, pi: and O; are the complex power, the active power, and the reactive
power of bus i at time t respectively. The Yj; indicates the admittance from node i to j,

and the ng is the number of buses in the electric power system.

2.3.3 Model of Heating System

This section presents the steady-state hydraulic model and the dynamic thermal
model. The variables in the heating system include node/pipe mass flow, node pressure,
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and pipe pressure drop in the hydraulic model and node temperatures in supply/return
network, node exchanger supply/return temperatures, and pipe initial/end temperatures
in the thermal model.

2.3.3.1 Hydraulic Model

The hydraulic model describes the relationship between the mass flow and
pressure distribution in the heating system. The hydraulic model is based on Kirchhoft’s
law [62], which is similar to that in the electric power system as shown in Table 2-1.

Table 2-1 The comparison of Kirchhoff’s law in hydraulic system and electric power system

Calculating single

Kirchhoff’s law in Calculating node Calculating loop
branch
Electric power Kirchhoff’s current )
Kirchhoff’s voltage law Ohm’s law
system law
) Continuity of flow ) )
Hydraulic system Pressure drop equation ~ Head loss equation

equation

First, the continuity of flow equation is expressed as the mass flow consumed at a
node is equal to the difference between the mass flow injecting into the node, and the
mass flow leaving from the node:

m;. — Z mje=mg, VvkeH, t=1,2, T (2-3a)
ieln(k)NPs jeLv(k)NPs

m; — Z Mie=mg; VvkeH, t=1,2,---T (2-3b)
icIn(k)NPx jeLv(ONP

where my, is the node mass flow of node i attime t, and m;, indicating the pipe mass
flow of pipe j at time t. Set H is the set of heat nodes in the heating system. Sets P;
and Py indicate the sets of pipelines in heat supply and return networks, respectively.
Sets In(i) and Lv(i) are sets of pipelines injecting into and leaving from node i.

Second, the pressure drop equation illustrates the sum of head pressure losses of a
closed-loop in the supply or return network equals to zero:

. h,pt =0 t:]., 2, T , (2-43.)
iePsNLPs
- Z h,?t =0 t:]., 2, =T , (2'4b)
iePRNLPR
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where hF, is the head pressure loss of pipe iat time t. Sets LP; and LP; denote the
set of loops in heat supply and return networks, respectively.

Third, the head loss equation calculates the head loss of a pipe from the mass
flow:

hif)t = KI?I |mi,t|mi,t VI € Ps, t:]‘l 2a ."T 1 (2'53.)

hi?t = Klpt |mi,t|mi,t VI € PR! t:]-v 21 “.T ’ (2'5b)

where K is the pipe resistance coefficient of pipe i at time t, and the calculation of
Ki" is detailed in [63].

For clarity, the node-branch incidence matrix A and the loop-branch matrix B are
introduced to describe the heating system topology [22], where

—1, the mass flow of pipe j leaves from node i,

+1, the mass flow of pipe j comes into node i
A=
] 0, no connection from pipe j to node i

—1, the mass flow of pipe j is not the same as the direction of loop i .

+1, the mass flow of pipe j is the same as the direction of loop i
Bi . =
J 0, no connection from pipe j to loop i

Then the three hydraulic equations can be written as:

Am, =mp, (2-6)
Bh’ =0, (2-7)
h? = K#|m,|m,, (2-8)

where m; and m? are matrices of m;; and M, respectively. Matrix h? is the

matrix of hf,and K isthe matrix of K.

2.3.3.2 Thermal Model

Since the dynamic time of the thermal process in the heating system varies from
several minutes to hours, the dynamic thermal model is formulated in this section to
track the heat dynamic process. To describe the network temperature, the pipeline
temperature equations and the node temperature equations are included in the thermal
model as shown in Figure 2-3. Figure 2-3 also presents the steps of dealing with pipe
heat conductive equation (2-9) and the relationship between different equations [22][64].
It is noticed that steps from (2-9) to (2-13) is to transform the partial differential
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equation (2-9) into a solvable form by simplifying the differential term and applying the
finite difference method.

Thermal model Mathematical interpretation
Node temperature model Pipe temperature model
Plpj h(:'at = = —iiii )] Partial differential
Temperature mixing Con,uc 've equation
equation (2-14) equation (2-9)
Simplify heat
conduction within
i the fluid
Node-pipe equation f Simolifi -
plified pipe P .
(2-15) heat conductive [ = = =i - -] Partial differential
equation (2-10) equation
Finitedifference
Node exchanger method
model (2-16)
Simplified pipe Nonlinear
heat conductive [€— = =iz H > difference
equation (2-13) equation
........................... T
Linear difference
equation
Give correct
boundary
.............. conditions
i i Section2.3 i i Section24
"""""" Linear equation

Figure 2-3. The relationship of different equations in thermal model.

The pipe heat conductive equation is a partial differential equation which
describes the pipe temperature distribution z5(x,t) and zR(x,t) [18][22], take supply
network for an example:

PCL A +m; (x,t)-c,

S
om (%t a(tx,t) VieR, (29

ot (x,t) _KA 0%t (x,t) N =75 (x,1)
OX oX2 R

where 75(x,t) and zR(x,t) denote pipe temperatures of pipe i in heat supply and
return networks at distance x from the pipe start point at time t, respectively. Scalar
m; (x,t) is the pipe mass flow at distance x at time t. Scalars k, # and C, are
thermal conductivity, density, and capacity of water, respectively. Scalars A and R,
are the cross-sectional area and the pipeline heat conductive coefficient of pipe i,
respectively.

Since the hydraulic process is in the steady state, pipe mass flow is the same
everywhere i.e., m; (x,t)=m;,. Also, considering the heat conduction within the fluid
can be neglected [18], (2-9) changes to:

afis (X,t) m
A it

ord (x,t)  Td—7f (1)
Cp =

C ’
PEA X R

ViePs, (2-10)
Use Taylor expansion and finite difference method [71] for (2-10):
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78 (x,t) _ 78 (x,t) — 78 (x,t-1)
ot At

VieR, t=12 ..T, x=12,...S; (2-11a)

aTiS (X, t) _ Tis (X,t) —Tis (X—l,t)
OX AX

VieR, t=12 ..T, x=12,...S; (2-11b)

where At and Ax are the given time and length segment intervals, respectively. Scalar S;
indicates the number of segment sections of pipe i, in which S, :[xi /Ax} , Where X; is
the length of pipe i. It is noticed that 1) equations in the return network has the same
form as (2-9)-(2-11), and 2) the t and x in (2-11) are discrete variables. The choice of At
and Ax should satisfy:
m; (At
Ap
Finally substitute (2-11) into (2-10). The partial differential equation (2-10) is
transformed into the nonlinear difference equation in (2-13) [22].

(Ax) > VieRUR, t=12, ...T. (2-12)

75 (%, 1) = 1 [ Tit My TiS(X—l,t)JriTiS(X,t—l)}
i-l— m; ¢ n 1 pCpARi AXpA, At , (2'133)
At AxpA  pC AR

VieR, t=1 2, ..T, x=12,...5,

(X, 1) = 1 { Tid M riR(x—l,t)JririR(x,t—l)}
1 4 m; ¢ n 1 pCpAc Ri AXPA At ’ (2'13b)

At AxpA T pC,AR
ViePy t=1 2, ..T, x=12,...5,

where 7°(0,t)=7%, *(Si,t)=7%, tRO,t)=7}, «R(S,t)=7"F, in which 7% and
i denote pipe start temperatures of pipe j at time t in heat supply and return networks,

respectively. Scalars zF and 7°F denote the pipe end temperature of pipe j at time t

in heat supply and return networks, respectively.
t A

at | ( ( 0

st o | G G GH ¢

= @ 0
at | (Fext-y { 0

AX AX AX X
(j) Historical - Calculated (j) Pending
temperature temperature temperature

Figure 2-4. The physical illustration of pipe temperature calculation.
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Figure 2-4 presents the physical illustration of (2-13), which indicates that the
current temperature is calculated by not only the current state but also the former state.
Hence, if the boundary condition (pipe initial temperature 7% and z& ) and pipe mass
flow are given, the pipe temperature distribution in a pipe can be calculated according to
(2-13).

For the heat nodes, if there are more than two pipes injecting into a node, the
temperature mixing equations (2-14) are applied to calculate node temperature:

[mi"eHG,t +Z mj ]Tl? = (milHthTigﬁth )+[Z mj’trjs’ltsj ) (2_148‘)

J
VieH, jeRNInG), t=12, ...T

(mineHL,t +Zj:mj,t]Ti,F§ =(m, T )+(Zj:miiz-]3|t£] . (2-14b)
VieH, jeRNIng), t=12, ...T
where TN and T,\® are the exchanger supply and return temperatures of node i at
time t, respectively. Scalars T;$ and T} are the node temperatures of node i at time t
in supply and return networks. Sets Hs and H_ are sets of heat source nodes and
heat load nodes, respectively, where H=HgUH, .

The pipe initial temperature equals to the temperature of its connecting node:

8 =T3 VieH, jeRNLv(), t=12, ..T, (2-15a)

™R =T} VieH, jeRNLv(), t=12, ..T. (2-15b)
The nodes exchange heat power with the heat supply and return networks through
heat exchangers [27][65][66]:

h,'[ =Cpmir,|t i,'E‘S —-I-i";‘R i S H, t=1, 2, ...T ) (2'16)
where h;i; is the heat power of node i at time t. In the heat supply network, for load
nodes T,Ns=T;, and for source nodes T3 is calculated by (2-14a). Similarly, in the
heat return network, for load nodes T;} is calculated by (2-14b), and for source nodes
TiR=Ti}.

2.3.2 Model of Energy Sources

As presented in (2-17), the energy sources including CHP units, thermal
generators, and other DERs are modeled as the model of CHP units whose feasible
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region of electric power and heat power is described by the polytopes [36][67]:
Biipi: +Kiihi: <wi  VieG, VkeNK;, t=1 2, ...T, (2-17)

where Byi, Kii and v; are coefficients of the k th boundary of the feasible
operating region of CHP unit i. Set NK; is the set of boundary lines in the feasible
operating region of CHP unit i, and G denotes the set of energy sources. For example,
Figure 2-5 (a) and (b) present the models of an extraction condensing CHP unit and a
back-pressure CHP unit described by (2-17), respectively. It is also noteworthy that a
thermal unit can be modeled as a CHP unit with zero heat output, and a heat pump can
be modeled as a CHP unit with the negative electric output.

Pit Bi2pic + Kizhie <vi, Pit
Bi1Pit <via iahie <Vis
Biipic +Kishie =via
l BiaPic + Kiahiy <vig
° his o iy
(@) (b)
Figure 2-5. The feasible region of (a) extraction condensing CHP unit and (b) back pressure

CHP unit.

2.4 Solution Method: Heat Electric Forward Backward Iteration (HE-FBI)
Method

2.4.1 Basic ldea

For clarity, the power flow model is generalized as the following form:

fll(x) flm(x)
F(x){ Do ]_0, (2-18)
fu(X) -+ fin(X)

where x is the matrix of variables and f; ;(x) indicates the general form of power
flow equations including (2-1)-(2-2), (2-6)-(2-8), and (2-13)-(2-17).
The electric and heat power flow distribution can be obtained after solving (2-18),
however, this work is challenging because:
1) There are nonlinear equations in (2-18) including (2-1), (2-2), (2-7), (2-8), (2-13),
(2-14), and (2-16).

2) The initial conditions and boundary conditions of difference equation (2-13) are
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unknown variables, and the boundary conditions are changing with the direction of
m.

3) The close-form expression of (2-14) also depends on the direction of m;;.

4) The electric power system uses per-unit values, while the heating system uses the
real value.

Therefore, the integrated solution method in [15] and [63] which treats (2-18) as a
whole cannot be used here due to the accuracy and convergence problems caused by the
above challenges. Therefore, a decomposition method based on the fixed-point iteration
is proposed in this section, whose flow chart is shown in Figure 2-6.

’ Initialization ‘

Combined heat and power
system calculation (HE method)

Electric power system calculation
(Newton-Raphson method)

District heating system
calculation (FBI method)

Hydraulic calculation (Backward method) l

v

I Thermal calculation (Forward method) l

Yes
No
CHPS converge?

Yes
End

Figure 2-6. Flow chart of HE-FBI method, where HS is the abbreviation of heating system and
CHPS denotes combined heat and power system.

The solution method in Figure 2-6 is called Heat-Electric Iteration with
Forward-Backward Iteration (HE-FBI) method, which has a similar framework but
different algorithms compared with the decomposition method in [63]. As illustrated in
the gray block of Figure 2-6, the “HE” indicates Heat-Electric iteration dealing with the
coupling of electricity and heat for the whole system. As presented in the yellow block
in Figure 2-6, the “FBI” indicates the Forward-Backward Iteration in the heating system
for the coupling of the hydraulic process and the thermal process.

Mathematically, the HE-FBI method decomposes (2-18) into small parts
according to the physical nature of different energy systems and solves each part in the
sequentially and iteratively.

2.4.2 Assumptions
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To solve the power flow model, several general assumptions are clarified in Table
2-2. It can be observed from Table 2-2 that the proposed power flow model with the
solution method is a generalized method with few assumptions on the combined heat
and power systems.

Table 2-2. Assumptions of the power flow model

Type Assumptions
Network topology arbitrary
Mass flow in heating system variable (including direction)
Media water
Node type 3 types

(Boundary condition)

Node types in the electric power system and the heating system are presented in Table
2-3 according to the operating and control mechanism [18][15][63]. For more details,
see [63].

Table 2-3. Node types in power flow calculation

Node type in heating

Bus type in electric power system system Example
Generator
pV bus hT Ns node (CHP unit)
pQ bus hTNR node Load user
Slack bus Slack node
(V0 bus) (heT™s node) Slack generator

2.4.3 Heat-Electric lteration

As shown in the gray block at Figure 2-6, the Heat-Electric (HE) iteration for the
combined heat and power system decomposes the calculation of the electric power
system and the heating system by fixing and iterating the boundary powers.

Electric power balance Pes + Pns * Pother = Pioad t Ploss

I U

eq.(2-17) eq.(2-17)

Heat power balance hes + hhs + hother :hload + hloss

Figure 2-7. lllustration of Heat-Electric iteration process.

Considering the electric power system and the heating system each has one slack
node, respectively [15], in Figure 2-7, the steps of the HE iteration are:
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1. Give the electric power outputs Pomer and the heat power outputs hy,. Of other
generators at non-slack nodes using equation (2-17).

2. Calculate electric power flow and then compute the heat power h of the electric
slack node from its electric power Pes.

3. Calculate heat power flow and then compute the electric power p,s of the heat
slack node from its heat power h.

The electric and heat power outputs in step 1 are given conditions that can be
provided by economic dispatch and injecting power flow from other areas. The iteration
of step 2 and step 3 is based on the linear equation (2-17) and continues until the heat
and electric power outputs of two slack nodes converge. After that, the system power
flow is obtained. The concrete calculation methods for the electric power system and

the heating system are shown in the following text.

2.4.4 Electric Power System Calculation: Newton-Raphson Method

To calculate the nonlinear electric power flow equations, the well-known
Newton-Raphson method is applied in the electric power system. The iterative form of
the Newton-Raphson method is:

HISHECHIE

where k indicates the iteration times. V and @ are the vectors of the bus voltage and
the phase angle respectively. Matrix J. is the Jacobian matrix in the electric power
system. Matrices 4q and Ap are matrices of active and reactive power mismatches,

respectively [68].

2.4.5 Heating System Calculation: Forward-Backward Iteration

Based on the fixed-point method, the Forward-Backward Iteration (FBI) is
proposed to deal with the complexity caused by nonlinear equations and difference
equations in the heating system. Figure 2-8 is the flow chart of the FBI method.
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Initialization
¥
Update nodal mass flow [e——
Backward method ¥
(fix temperature) Calculate pipe mass flow
(Newton-Raphson method)
T

Reconstruct heating network
topology

Forward method Decide calculationorder (layer) for
(fix mass flow) pipes
Calculate pipe temperature and do
temperature mixing ateachlayer

Figure 2-8. Flow chart of Forward-Backward Iteration method.

Table 2-4. Comparison of the proposed FBI method and forward-backward sweep method in
the electric power system

Similarities Differences
Forward step Backward step Direction Topology
Calculate Topology
Calculate mass Mass flow i
Proposed FBI temperature — reconstructing
o flow with fixed cannot be )
method with fixed ) in each
temperature negative ) )
mass flow iteration
Calculate
Forward-backward Calculate current
] voltage drop o Current can be )
sweep method in T with fixed ] Fixed
with fixed negative
the power system voltage
current

The FBI method is similar to the forward-backward sweep method in the electric
power system [69]. For better understanding, the comparison of the above two methods
is presented in Table 2-4, in which the differences are caused by the difference
equations in our power flow model. The backward step fixes temperature, where the
resulting nonlinear hydraulic equations are solved by the Newton-Raphson method. The

forward step fixes mass flow to linearize difference equation (2-13), gives correct pipe
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boundary conditions, and updates temperature mixing node dynamically according to
the mass flow, which decides the form of temperature mixing equations.

2.4.5.1 Backward Step for Hydraulic Model

The Backward step is proposed for the hydraulic model considering multiple
DERs, loops, and variable mass flow. In the Backward method, node exchanger supply
and return temperatures (T;i¥* and Ti¥?) are fixed; Thus, node mass flow M can be
calculated from (2-16). Then the problem is transferred to solve (2-6)-(2-8) and obtain
pipe mass flow vector m, , where the Newton-Raphson method is applied [22]:

(m ) =(m) —(InAR, )" (2-19)

where J, is the Jacobian matrix in the hydraulic calculation, and AF, is the

hydraulic mismatch vector in which

_ A
Jh_l:ZBKtP|mt |:|1 (2'20)
_| Am —mfy
AFh _[BKtht |mt |:| 1 (2‘21)

where m{" is the reduced node mass flow vector which eliminates the mass flow of
heat slack node, and A, is the reduced node-branch matrix with the dimension of
(Mnoge —1)xNpipe after eliminating the heat slack node in the heating system. The
dimension of 2BK{|m,| iS Moo XNpipe , Where MNpipe , Noge , and Mgy are the
numbers of the pipelines, nodes, and loops in the heating system, respectively.

Additionally, if there is no loop in a heating system (the heating network is radial),
the hydraulic model only has (2-6). Moreover, the backward step holds the same in the
supply network and the return network of the heating system because of the mirror
relationship.

2.4.5.2 Forward Step for Thermal Model

The forward step solves the thermal model with the nonlinear equations and
difference equations, where the mass flow is fixed. After that, equation (2-13) becomes
linear difference equations, and nonlinear equation (2-14) changes to the linear equation.
Then the node and pipe temperatures can be calculated sequentially. Take the supply
network for example, the processes are:
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1) Reconstruct the heating network at time t by adjusting the defined direction of pipes
whose mass flow is less than zero.

2) Decide the calculation order (layer) of pipelines:

1 if NfeHg

H Tl keEmadLy NS =N NpeHg TS (2-22)

where L; is the layer number of pipe i, which indicates the calculation sequence.
Ng is the initial node of pipe i, and Nf is the ending node of pipe j in the
reconstructed network. The first row of (2-22) indicates that L; =1 if the pipe i is
connected to the heat source. The second row of (2-22) means that the layer number
of pipe i is decided by the maximum layer number of its injecting pipe j, i.e. L,
where N =N7 indicates the relationship between pipe i and j.

3) In each layer, calculate the pipe end temperature using (2-13) and then calculate the
node temperature based on (2-14) and (2-15). This step is implemented layer by
layer.

For the return network in the heating system, step 1 and step 3 are the same, and
the difference is to change Hg to H_ instep 2.

Remark 2-1: Step 1 enables pipes with the negative mass flow to have correct
boundary conditions for (2-13). If no adjustment is made, when the mass flow m;; of
pipe i is less than zero at time t, the pipe initial temperature is not the correct boundary
condition. If so, the calculation of pipe i will not have correct results.

Remark 2-2: Step 2 ensures when calculating a pipeline, the other pipelines
which provide boundary conditions have been calculated.

After the Forward calculation, node temperatures, node exchanger temperatures,
and the pipe temperatures are obtained. Then the results are sent to the next-time
backward step to update node mass flow using (2-16). If the node mass flow difference
of k and k+1 time iteration satisfies (2-23), the FBI converges with the power flow
distribution of the heating system.

[(me )~ (mi )"

max‘ ‘ <é&ns (2-23)

where g, is the heating convergence criterion.
Additionally, the proposed FBI method can be applied in the heating system with
different node types listed in Table 2-3. For example, we can change hT, node in the
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heating system to hAT node, which indicates the given condition changes to the heat
node power hi: and the difference of node supply and return temperatures AT . After
that, the backward step is the same because we can directly obtain the node mass flow
with AT . The forward step has slight changes: the supply network is calculated first
and then the return network is calculated based on the results of the supply network.

Remark 2-3: The judgment (2-23) is the per-unit difference which can avoid the
inaccuracy and inefficiency caused by directly using the real value of mismatch [15]
and [27], especially when the mass flows of different nodes have large differences.

2.5 Convergence Analysis

To illustrate the computational stability of the proposed power flow model and
solution method (called the proposed method in the following paragraphs), the
calculation convergence is analyzed in this section compared with the existing
steady-state method [15][63] because both methods are based on the fixed-point
method.

In the hydraulic calculation i.e., backward step, the temperature is fixed to update
the mass flow; In the thermal calculation i.e., forward step, the mass flow is fixed to
calculate the temperature. The two calculation steps iterate until converge. Thus, the
convergence condition for the above fixed-point iteration [70] is:

[VEn|-[In] <1, (2-24)
where |Jh| is the 1 norm of the Jacobian matrix of hydraulic calculation in (2-20), and

|Vf,| is the 1 norm of the partial derivative of the temperature terms in (2-18) with

respect to mass flow.

2.5.1 Mathematical Analysis for Simple Heating System

This section analyzes the convergence characteristics of the proposed method
from the mathematical point of view. The heating system is shown in Figure 2-9, where
node 1 is a heat source, and node 2 is a heat load. For this system, take the supply
network for example,

_0z(x.t)
om,

\%i (2-25)
where 7(X,t) is the vector of pipe temperature distribution function z2(x,t).
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Source Load
node 1 node 2

Y 3
<

Figure 2-9. Test heating system for convergence analysis.

Assume that the length of pipe 1 is short enough:
0<X =AX- (2-26)

In the supply network, the pipe end temperature of pipe 1 equals to the node
temperature of node 2:

o (L) =T5 - (2-27)

Thus, temperatures of node 1 at time t and node 2 at time t-1 have little difference

according to (2-13), which implies:
TS =T 5| < 5o (2-28)

where the ¢, is a small temperature difference and generally is less than 5°C because
the At is not too large based on the equation (2-12) and the fact that the sharp change
of temperature seldom happens in a real heating system [18]. The reduced node-branch
matrix A of Figure 2-9 is:

A =[1],, - (2-29)

And the loop-branch matrix B does not exist because of the absence of loops. Thus,
according to (2-20), the hydraulic Jacobian matrix for the topology in Figure 2-9 equals
tol,ie., Jn :[1]M.
For the proposed method, substitute (2-13) and (2-27) to (2-25):
Tli _Tzs,t-m n Tl,St _Tli

AtAXpA  AXp?AC R
vfd,m :( j2 ) (2'30)

i_'_ m, ¢ N 1
At AXpA  pC AR

where Vf, , isthe 1 norm of the partial derivative of the supply temperature at time t
with respect to mass flow in the proposed power flow model.
For the steady-state method in [15] and [63], the pipeline model (2-13) is replaced
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by the simplified pipe conductive equation without heat dynamic process:

_ Rix

S (x1) = (TS -Ta)e @™ +Tga. (2-31)

Substitute (2-31) into (2-25)

~RECRx |1
vfs.m = (Tlst _Tl%)e et [#] 2 (2_32)
Co J(my)

where V£, isthe 1 norm of the partial derivative of the supply temperature of node 2
at time t with respect to mass flow in the steady-state method.
In the proposed method and the steady-state method, the hydraulic models are the

same, and the Jacobian matrix is

Jan=Jsn=Jn =[1] (2-33)

1x1’

where J,, and J,, are hydraulic Jacobian matrices of the proposed method and the
steady-state method, respectively.

According to [18], choose At=15min, Ax=5m, and A =0.Im which satisfy
the constraint (2-12). After that:

Tl,';‘ _Tzl,\{-m n Tl,htl _Tl,at 50

2335 ' 2070516 _ 2335
"1 m 1 Y <(1)2 <<% (2-342)
(15+157+13188] 15
1
vi (2-34b)

" 46.67(my, )"

Equation (2-34) indicates for the proposed model, even when the pipe mass flow is zero,
|Vfam||[Jan| is much less than 1, which means that the proposed method is robust. But
for the steady-state model, while the pipe mass flow m;; is less than 0.416 kg/s, the
Ist.m||Js,h| will be larger than 1, which cannot guarantee the convergence. Therefore,
under the given conditions, the steady-state method has convergence problems when
mass flow is slow, but the proposed method is robust even when the mass flow is zero.

2.5.2 Numerical Tests for Complex Heating System

2.5.2.1 Test System and Results

This section aims to extend the convergence analysis from the simple heating
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system to the complex heating system using numerical tests. The analysis is based on a
real heating system situated in Barry Island, South Wales [72] with 3 DERs and a loop
in the heating system, which is shown in Figure 2-10.

Main grid ~o

__________________________________

O Heatnode ¥ Electrical bus

—— Heat pipeline 7~~~ Electrical line

@ Heat source @ Electrical source

________________________________________

Figure 2-10. The combined heat and power system in Barry Island.

Figures 2-11 and 2-12 present the results of the proposed method and the
steady-state method, including the node mass flow and the per-unit difference between
two Forward-Backward iterations. The stopping criterion ¢, is 10 in (2-23).

10 T T T T T 0.5
—o— Mass flow rate of slack node —
A ’ . ;
~04f Maximum difference 104 ;
5 A . >
< o
8 103 &
© o
£
3 E
I 102 ¢
[} >
3 E
= 01 &
_ =

7 T===_a - 0
1 1.5 2 2.5 3 3.5 4

Iteration time

Figure 2-11. Mass flow of heat slack node 33 and maximum difference between two iterations
of the proposed model.
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Figure 2-12. Mass flow of heat slack node 33 and maximum difference between two iterations
of steady-state method after (a) 20 iterations and (b) 500 iterations.

2.5.2.2 Discussion of Results

It can be observed from Figure 2-11 that the proposed method converges after 4
iterations, but the steady-state method does not converge after 20 iterations and has
large differences. Even after 500 times, the steady-state method does not converge. To
explain the reason for the above phenomenon, the explanations of the two methods are
presented in Figure 2-13, where n and nmax are iteration time and maximum iteration
time here, respectively. For better understanding, the physical illustrations of the pipe
temperature models of the proposed method and steady-state method are compared in
Figure 2-14.

Proposed model Steady-state model
Current and historical Currenttemperature,
Input data
temperature, mass flow mass flow
Thermal Accurate Inaccurate
calculation temperature temperature
A A
Hydraulic
Y . Accurate mass flow Inaccurate mass flow
calculation

hie =com? (TN =TiR

() -(mg)"

(mi )"

orn<N .2

()™ - (e )"

(mi)"

max max

Yes

[ Output ] [ Output ]

Figure 2-13. The illustration of the calculating process in the proposed method and steady-state
method
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In Figure 2-14 (a), the proposed method uses both current state and historical
state i.e., pipe historical temperature distribution, to calculate current temperature
results. Thus, the temperature results are accurate in the proposed thermal calculation
(Forward step) because physically the thermal system is in the dynamic process under
given At. Then in the iteration process, it provides the hydraulic calculation (Backward
step) with an accurate iteration point. As a result, the calculation of the heating system

can converge to a result quickly and accurately in the proposed method.

(j) Historical - Calculated (:) Pending
temperature temperature temperature

t ts
at|( ( 0 At | ( ( 0
Pipe initial Pipe initial
temperature ( ( .<>ris(x,t) terrj‘nperature ﬁ 7’ (x.t)
at|( (zot-n {) at | ( ( 0
AX AX X AX AX X
(a) (b)

Figure 2-14. The comparison of pipe temperature calculation in (a) proposed method and (b)
steady-state method.

However, the steady-state method in (2-31) presented by Figure 2-14 (b) neglects
the influence from historical temperature and only uses the current state to calculate
current temperature results, which ignores the thermal dynamic process. Therefore, the
temperature results of the steady-state method are not accurate, and then the inaccuracy
is transmitted to the hydraulic calculation of mass flow by the fixed-point method (2-16).
As a result, in the steady-state method, the “chain of inaccuracy” may lead to the
non-convergence of the heat power flow calculation.

To validate the computational stability of the proposed method from another
angle, different scales of the heating systems are tested from a 5-node system to a
119-node system. As shown in Figure 2-15, the maximum mass flow differences of all
nodes between two iterations are all less than the given convergence difference
&, =10-3, which indicates the proposed method can converge under the heating system
with different complexities. Furthermore, the average difference is below 2.2 X 10 p.u.,
demonstrating the efficiency and the accuracy of the proposed method.
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Figure 2-15. The maximum difference and average difference between two iterations in
different power flow methods

In brief, the proposed method improves the convergence performance and
accuracy by using the accurate heat pipeline model considering the heat dynamic
process.

Remark 2-4: Limited to direction-variable mass flow, the strict boundary
condition of pipe temperature calculation in (2-13), and the coupling of algebraic
equations and difference equations, the function of the heating system cannot be
expressed analytically and use (2-24) or other methods such as Laplace transformation

to analyze.

2.6 Case Study

Based on the data from the real world, the method in literature, and the result of

commercial software, the case studies are carried out to validate the proposed method.

2.6.1 Case 1: Validation Using Real-World Data

To verify the proposed heating system model, the calculated data of the proposed
method are compared with the measured data of a real heating system in Figure 2-16
located in the suburb of Shijiazhuang, China [21]. The hot water is transported from the
Luhua CHP unit to the heat exchanger station through the 9.25 km pipeline, where the
supply temperature of the Luhua CHP unit and mass flow are time-varying.

The validation applies the measured supply temperature at Luhua CHP unit and
the mass flow to calculate the temperature at the heat exchanger station using the
proposed method, which is compared with the measured temperature at the heat
exchanger station from 0:00 to 24:00 on Dec 15th, 2015 [21].
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Luhua CHP unit

Heat exchanger
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Figure 2-16. Topology of the heating in Shijiazhuang, China.
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Figure 2-17. The calculated pipe end temperature and the error of the proposed model and
measured data.

Figure 2-17 presents the results of the calculated temperature of the heat
exchanger station and the error between the proposed model and the measured data,
which demonstrates that the proposed method has high accuracy with an average error
of 0.09% (0.0864°C) and the maximum error of 0.44% (0.4148°C) compared with the
measured data. Considering the structure and devices of the real heating system, the
error may come from the temperature sensor at the heat exchanger station and the
inaccurate estimation of the pipe parameter and the environmental temperature.

2.6.2 Case 2: Dynamic Performance in Test Heating System

Case 2 is designed to validate the proposed method in the dynamic process based
on the results from the commercial software Bentley sisHYD. As shown in Figure 2-18,
the test heating system has a loop with two DER.
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Figure 2-18. Topology of the test heating system in Case 2.

In Figure 2-18, the circled numbers are numbers of pipes, and the node numbers
are below the names of sources and loads. The nodes 4 and 5 are heat sources, where
node 5 is a heat slack node, while the node 4 is a hTN node. Under the same
conditions, the pipe temperature results of the two methods are shown from Figure 2-19
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Figure 2-19 (a). Pipe initial temperature and end temperature of pipe 1.
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Figure 2-19 (b). Pipe initial temperature and end temperature of pipe 2.
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Figure 2-19 (c). Pipe initial temperature and end temperature of pipe 3.
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Figure 2-19 (d). Pipe initial temperature and end temperature of pipe 4.
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Figure 2-19 (e). Pipe initial temperature and end temperature of pipe 5.

From the temperature results in Figure 2-19, except for the pipe 2, the proposed
method and the Bentley sisHYD have the same pipe temperature results because these
pipes are connected to heat sources with the same boundary conditions. However, from
120 minutes to 250 minutes at pipe 2, the result of Bentley sisHYD has a sharp
temperature increase with no time delays and temperature dynamics, failing to reflect
the heat dynamic process. To explore the reason for this failure, the pipe end
temperature calculated by the steady-state method [63] is presented using a green dotted
line in Figure 18 (b). Obviously, the commercial heat dynamic calculation software
Bentley sisHYD has the same results as the steady-state model which ignores the heat
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dynamic process. One possible explanation is that the Bentley sisHYD cannot decide the
accurate boundary condition of the pipe 2 while the mass flow is variable in the heating
system with loops. Under this circumstance, the Bentley sisHYD compromises to apply
steady-state results for pipe 2. Yet the proposed method can attain correct boundary
conditions and reflect temperature change accurately for pipe 2 in the dynamic process.
In brief, under given conditions, the proposed method is valid and has better
dynamic performance compared with the commercial software Bentley sisHYD.

2.6.3 Case 3: Steady-state Process in Barry Island

The aim of Case 3 is to validate the proposed method of combined heat and
power systems in the steady-state process, which indicates the loads and sources have
no adjustment or change. This case is based on the topology of Barry Island in Figure
2-10 which has a 9-node electric power system and a 33-node heating system with the
meshed heating network and 3 DERSs.

To verify the accuracy, the proposed method is compared with the steady-state
power flow method [15] under the same topology and data. The electric and heat power
flows are both analyzed, and the bus voltage in the electric power system and node
supply temperature in the heating system are drawn in Figure 2-20 and 2-21,
respectively.
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Figure 2-20. Bus voltage of proposed method and steady-state method in steady-state process.
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Figure 2-21. Node supply temperature of proposed method, steady-state method and SINCAL
in steady-state process.

Figure 2-20 shows that the bus voltages of the proposed method and the
steady-state method are the same with no error because of applying the same electric
power system model under the same conditions. Moreover, in Figure 2-21 for the
heating system, the comparison of two models and another commercial software
SINCAL holds same results even though the heating system models are different, where
the average errors of the proposed method are 0.0998% and 0.0997% compared with the
steady-state method and SINCAL, respectively. To explain the reason of this same
result, the steady-state pipeline model and the proposed pipeline model are compared
under the steady-state process.

The steady-state pipeline model (2-31) is the simplification of the dynamic
thermal model (2-10) by neglecting the partial derivative of time t i.e. ignoring the heat
dynamic process. But in the steady-state process simulated in this case, the pipe

temperature z(x,t) and zR(x,t) have already reached a steady state, indicating:

T (X)) =73(X),

TiR (X, t) = TiR (X) :
Thus, the partial derivative of time t at (2-10) equals to zero exactly:

o (x1) _ 0z (9 _
ot ot

(2-35a)

ot (x,1) _ OtR(X) -0.
ot ot

Therefore, take (2-35) into (2-10) can we obtain (2-36), which can directly derive the
steady-state pipeline model (2-31) [15]. As a result, under the steady-state process,

(2-35h)
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because the heat variable is not time-varying, the results of the proposed method in this
chapter equal to the steady-state model (2-31).

des () _Ta-75 (%)

m-C
MOTP R,

(2-36a)

dzR(x) _Tig —zf(X)
& R

My -Cp (2-36b)

2.6.4 Case 4: Dynamic Process in Barry Island

Based on the combined heat and power system in Figure 2-10, Case 4 simulates
the electric and heat power flow under the dynamic process, which indicates there are
time-varying changes in the electric power system and the heating system. Because the
electric power system models in the existing steady-state method and the proposed
method are the same and the difference of two models originates from the heating
system model, the bus voltage is omitted, and the node supply temperature is shown in
Figure 2-22 for example.

It can be observed that in the dynamic process, as shown in Figure 2-22, the two
models have three main differences: time delay, temperature dynamics, and
convergence. Firstly, the light blue circle indicates the steady-state method fails to track
time delays because of ignoring the dynamic heat transmission process. Secondly,
circled by the red circle, the steady-state method does not converge at 4:45, 5:00, 20:30,
and 21:00 because the steady-state thermal method transmits the inaccurate iteration
point to hydraulic calculation, which leads to the non-converge of the fixed-point
iteration. Finally, as circled in the deep blue color, the steady-state method has
unreasonable sharp temperature fluctuations as a result of ignoring heat dynamic
process, failing to illustrate real temperature dynamics.
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Figure 2-22. Node supply temperature of proposed method and steady-state method in dynamic
process.
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Based on the energy system of Barry Island, the proposed method has better
characteristics in terms of convergence and reflecting heat dynamic process which is
ignored by the steady-state method. Besides, the proposed method has high efficiency
with the calculation time of 134.4 seconds for 96 time sections.

2.7 Conclusion

A generalized power flow model is proposed for combined heat and power
systems considering heat dynamic process, loops, multiple DERs, and variable mass
flow simultaneously, which makes it widely applicable in solving real-world power
flow problem. To overcome the difficulty of calculating complexity, the HE-FBI
method is developed to decompose the model equations into small parts and solve them
sequentially and iteratively based on the physical nature of combined heat and power

systems. Mathematical and numerical convergence studies demonstrate that the
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proposed method improves convergence characteristics by providing the fixed-point
method with accurate iteration points compared with the steady-state method. In case
studies, the proposed method has high accuracy compared with the measured data,
which outperforms both the commercial software and the steady-state method.
Moreover, it has also been proved by case studies that the heat dynamic process can be
reflected, and better convergence can be guaranteed by the proposed model and HE-FBI
method, which indicates the effectiveness and necessity of the research.

Based on the proposed power flow model, the next two chapters, i.e., the Chapter
3 and 4 will develop the economic dispatch problem of combined heat and power

systems considering the flexibility from the heating system.
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Chapter 3: Synchronous Economic Dispatch with Variable
Mass Flow

3.1 Overview

In the synchronous economic dispatch of combined heat and power systems, the
temperature and mass flow are the two most important types of control variables in
heating systems [30][31]. However, if the mass flow is variable, the existing research
models the economic dispatch problem as an MINLP with integers and bilinear
constraints. To deduce the complexity, many research papers fix mass flow and only
consider varying temperature adjustment, which limits the flexibility of combined heat
and power systems [32]. To further increase the adjustable range of heat power and
improve the flexibility of electric power adjustment, this chapter studies how to adjust
both mass flow and temperature in synchronous dispatch.

On the synchronous economic dispatch, the electric power system and the heating
system have the same adjustment time scale. Based on this framework, the dispatch
model and the solution method for the combined heat and power system are proposed,
and the contributions of this chapter are:

1) A non-convex economic dispatch model is developed, which removes integers in
existing models without compromising on the accuracy considering the flexibility
from adjusting mass flow and the integration of DERs in the electric power system
and the heating system.

2) An efficient solution method is proposed for the non-convex optimization model
with acceleration and convergence based on the framework of GBD, which is faster
than the original GBD and overcomes the simplifications on the optimization

models and solution methods.

3.2 Optimization Model

Based on the physical model of combined heat and power systems in Figure 2-1,

the optimization model of the synchronous dispatch is developed in this section.

3.2.1 Objective Function
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The objective function is to minimize the total generation cost of all energy
sources at all time sections:
.
min f =min>.> Cii(Pie.hie) (3-1)
e icG t=1
where C;, is the cost function of energy source i (including electric-heat coupling
devices) at time t, which is expressed using a quadratic function of electricity and heat
productions [27]:

Cit =7iro + 121 Pix + 702 P2+ 1h03Ne + 77040 + 7705 Py

where 7:0-7its are time-varying cost coefficients of source i at time t, which are
given by generation costs and time-of-use. For example, for thermal generators which
only generate electricity, coefficients of heat-related terms are zero. For electric boilers,
electricity-related coefficients are negative and heat-related coefficients are positive.

3.2.2 Electric Power System Constraints

In the economic dispatch, the DC power flow model is adopted in the electric
power system. The real-time electric power balance is required between the generation
side and the load side:

Sp=Dd V=12, T (3-2)

ieE ieE
where d;, is the load active power of bus i at time t.
The electric power |, of line i at time t is calculated by

li; :ZSF‘J (Pj—dj) Viel, t=1,2,--T , (3-3)

jeE
where SF,; indicates the shift factor of bus j to line i. Set L is the set of electric lines.

The line power flow should be below its thermal limitation:

L SZSFH .(pj,t_dj,t)gfvt Viel, t=1,2, T (3-4)

JeE '
where k. and T are the lower and upper limits of the electric power of line i at time
L.

3.2.3 Heating System Constraints

In heat systems, it is assumed that 1) the heat supply network and the heat return
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network are radial, respectively, and 2) the direction of mass flow is the same as the
given reference direction. These assumptions hold in most practical heating systems and
are widely adopted in the literature of economic dispatch [27][38][39].

3.2.3.1 Heat Pipeline Constraints

The node temperature mixing equations are applied to calculate node temperature

from its injecting pipe end temperature:

[mineHG,t"'ij,thi,st ( |eHGtT|eN|§|Gt) [Zmltrltj (3-5&)

J
VieH, je R NIn(), t=1,2, T

[minEHL,t +ij’tj-r|"§ ( ieH_ ITIL\"'R{Lt) (ijltrﬁltzj. (3_5b)
J J
VieH, jePNInG), t=1, 2, T

The pipe initial temperature equals to the temperature of its connecting node:

0 =T3 jeRNLV(), ieH, t=1,2 T, (3-62)

B =TR jePNLv(i), ieH, t=1,2 -T. (3-6h)

In existing research like [27] and [39], the heat pipeline models with variable
mass flow use integers to reflect time delays of the heat dynamic process, which makes
the optimization problem hard to solve. In this paper, the pipe temperature segment
model from (2-13) is adopted in (3-7) to describe the heat dynamic process using a
series of time-related and space-related nonlinear equations. As a result, the complexity
caused by integers is reduced without compromising on accuracy [10][18].

(ami +b )78 (], t) CZ',S(jt 1) +(bimig )z (j “Lt)+e

VieR, t=1,2, T, j=12,S, (3-72)
(ami +b )zR(j.t) =G zR(j,t- 1)+(b Mg ) 7R (] “Lt)+e 3-7b
VieP, t=1,2, T, j=12,8, (3-70)

where scalars aj-d; are coefficients related to the characteristics of pipe i, which can be

calculated by:

1 1 1 1 _ Tj

bi =~ , G=— di = .
At pc,AR AxpA’ At PC AR,

Also, there are supplemental constraints including z°(0,t)=7%, *(Si,t)=7% in the
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heat supply network and z*(0,t)=7zR}', z*(S;,t)=7"F in the heat return network.

4.2.3.2 Heat Node Constraints

The node mass flow should satisfy hydraulic Kirchhoff’s law: the difference of
pipe mass flows injecting into a node and leaving from the node equals to the node
consumed mass flow:

Amt = mtn t:1, 2, ...T . (3'8)

The heat nodes exchange heat power with the heat supply and return networks
through heat exchangers:

e =Comiy(THS —Ti¥)  VieH, t=1,2, T, (3-9)

In the heat supply network, for load nodes T;¥ =T, and for source nodes T is
calculated by (3-5a). Similarly, in the heat return network, for load nodes T} is
calculated by (3-5b), and for source nodes TR =T;R.

To ensure the reliable operation of node heat exchangers, node mass flow should
not exceed the limit:

mirjt < m{"t < mﬂt V| (S H, t:]., 2, "'T y (3-10)
where MY and M are the lower and upper limits of the node mass flow of node i at
time t. The pipe mass flow M should satisfy:

m,<m,<m, VieRUR, t=1,2 T, (3-11)

mi,t 20 Vi € PS UPRa t::l-! 2! ".T ’ (3'12)

where m;; and m;; are the lower and upper limits of pipe mass flow of pipe i at time
t calculated by (3-8) and (3-10) considering the pipe pressure limits. The (3-12)
guarantees the pipe mass flow is the same as the given direction when multiple DERs
integrated.

To prevent the exhaustion of the heat pipeline storage, the total generated heat is
required to be no less than the total heat load within scheduling periods:

i[z he- hi,tJAtzo. (3.13)

t=1 iEHG iEHL

The node exchanger supply and return temperature should satisfy the security

limits:
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TS <TM VieH, t=1,2,-T, (3-143)

1=

NS
t

IA

TR <TAR<TIR  VieH, t=1,2, T, (3-14b)

where the T¥* and T} are the lower and upper limits of exchanger supply
temperature at node i, respectively. Scalars T¥® and TM® are the lower and upper

limits of exchanger return temperature at node i, respectively.

3.2.4 Energy Sources Constraints

The feasible regions of energy sources are described by polytopes [36][67].

Bk,i pi,t + Kk,ihi,t SVk'i V| EG, tzl, 2, "'T . (3-15)
Pit 4 Bio pic +Kizhi <vin

Bi1Pii <viy Bispi: +Kishie <vis

Biapic +Kishi <vig

@) hiy
(a)

Pie Biipit <via it

BizPie<viz Kithie <vip Kizhii <vi,
° he 9 hiy

(b) (©
Figure 3-1. The feasible regions of (a) CHP units, (b) thermal generators, and (c) natural gas
boilers.

For example,
1) As shown in Figure 3-1 (a), if a source generates electricity and heat simultaneously

such as a CHP unit, its polytope is in the first quadrant, where pi; >0 and hi; >0,
Similarly, the polytope of an electric boiler resembles that of the CHP unit, but it is
in the fourth quadrant.

2) As shown in Figure 3-1 (b), if a source only generates electricity such as a thermal
generator, the coefficient K,; related to heat power output is zero, where p;; >0

and h=0,
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3) As shown in Figure 3-1 (c), if a source only generates heat such as a natural gas
boiler, the coefficient B,; related to electric power output is zero, where p;; =0
and hi; >0,

The ramping constraint indicates the increment or decrement of the source power
outputs within a single period should not exceed the ramping capacity:

De,i At pi,t - pi,t—l SUe,i -At Vi EG, t:]., 2, =T, (3-16&)

Dh,i 'At S h,t _hi,tfl SUh,i 'At Vi EG, t::l., 2, “'T ) (3-16b)

where D,; and U,; are the downward and upward electric ramping capacities of
source i, respectively. Scalars D,; and U, are the downward and upward heat
ramping capacities of source i.

Moreover, the CHP unit’s supply temperature satisfies:
T¥=T VieG, j=I5(), t=1,2,--T. (3-17)

where TSt indicates the set temperature of energy source i at time t.

3.2.5 Model Generalization

To summarize the objective function (3-1) and constraints (3-2)-(3-17) in a
succinct way, hereafter let m= [mt] be the vector of pipe mass flow, in which the
dimension of M is (N T)x1. Then let x=[p,h, I, TN TN TS TR 78 7€ 7RI
7R, 75,7R] denote the vector of other decision variables. Next, use the pipe mass flow
vector m, to eliminate node mass flow vector m{ according to (3-11). Therefore, the
optimization problem of the economic dispatch for combined heat and power systems
can be written as:

min f(x),

st. hy(x,m) =0, h,(x)=al X+ B, =0, (3-18)

Gh(X)=af x+ B <0, g.(m)=aim+ S, <0,
where the objective function f(x) denotes the f in (3-1). Matrices ay-a, and
Po-B. are coefficient matrices. The equality constraint h, indicates the bilinear
coupling constraints between x and m, including (3-5), (3-7), and (3-9). The equality
constraint h, denotes the linear constraints on x only, including (3-2)-(3-3), (3-6), and
supplemental constraints related to (3-7). The inequality constraint ¢, represents the
linear constraints on x only, including (3-4) and (3-13)-(3-17). The inequality constraint
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g, denotes the linear constraints on m only, including (3-11)-(3-12). Since the
equation (3-8) is applied to eliminate the node mass flow, there are not equality

constraints on m only.

3.3 Model Analysis and Decomposition

The challenge of solving the optimization model (3-18) is that it is a non-convex
program with bilinear constraints h(x,m)=0. Although the problem (3-18) is
non-convex, if mis fixed, it will become a standard quadratic problem, which is easy
and convenient to solve.

In the proposed solution method, the m is treated as the complicating variable.
Thus, as shown in Figure 3-2, the problem (3-18) can be decomposed into a convex
sub-problem with fixed m and a master problem which optimizes and updates m:

1) If the sub-problem is feasible, the master problem updates m based on the sensitivity
calculated by the sub-problem;
2) If the sub-problem is infeasible, the master problem revises the m by removing

infeasible m according to cutting planes generated by sub-problems.

| Master problem |

7'y
Updated or e

. Sensitivity or
revised mass cutting plane
flow gp

| Sub-problem |

Figure 3-2. The architecture of the proposed decomposition method.

Similar to GBD, if a feasible initial case is given, the proposed solution method
can find a local optimum which is better than or equal to the initial case.

3.3.1 Convex Sub-Problem
The sub-problem solves the convex problem (3-19) constructed by fixing m:

mxin f(x),

st h(x,m*) =0, h(X)=a X+ B, =0,0:(x) =af x+B, <0, (3-19)

where m* indicates the variable m at k th iteration.
The problem (3-19) is a standard convex problem because 1) the objective

function is convex, and 2) all constraints are linear.
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3.3.2 Master Problem

The master problem is a mapping of the optimal cost function respect to the mass
flow m, which is formulated with fixed x:
min J *(m),

3-20
st. meMNFC, ( )

where J*(m) is the optimal cost function of mass flow m. M indicates the
parameter space of pipe mass flow m constructed by (3-11) and (3-12), and FC

indicates the feasible cuts i.e., cutting planes.

3.4 Solution Method

The sub-problem and master problem are solved iteratively according to the
following two steps:

First, the sub-problem (3-19) is solved. If the sub-problem is feasible, the
envelope theorem is used to analyze the sensitivity of m. If the sub-problem is infeasible,
Outer Approximation [73] [74] is utilized to produce cutting planes.

Second, the master problem (3-20) uses the gradient projection [75] to update m
if the sub-problem is feasible. And it removes infeasible m from the original parameter

space based on cutting planes if the sub-problem is infeasible.

3.4.1 Sub-Problem

With fixed m, the sub-problem (3-19) is a standard convex problem. In this paper,
CPLEX is employed to solve the sub-problem.

3.4.1.1 Feasible Sub-Problem

If the sub-problem is feasible, the sensitivity of the optimal cost function with
respect to the mass flow m, which denotes the gradient, is calculated by the envelope
theorem:

0J*(mk) _ of *(x) _ oL(x, m)
ami,t ami,t ami,t

, (3-21)

x=xk , m=mk x=xk, m=mk

where f* is the optimal cost function, and L(X,m) is the Lagrangian function of the
sub-problem. Scalar x¥ is the variable x at k th iteration.
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3.4.1.2 Infeasible Sub-Problem

If the sub-problem is infeasible, the cutting planes are generated for the master
problem to remove corresponding infeasible m from the original parameter space M.
First, the relaxed sub-problem in (3-22) is solved:

min »'s;,

st h(x,mk)=0,h,(X)=af X+ B =0,0,(X) =af X+ B, <5,

, (3-22)

where s; is the slack variable for the i th inequality constraint, and s is the vector of
slack variables.

Second, the cutting plane is calculated by Outer Approximation [73][74] since the
problem (3-22) is a convex program with all constraints linear:

(%) [V (x, me)T (M—m<)]+()" ga(x<) <0, (3-23)

where Ak and % are Lagrangian multipliers of h, and g; in the problem (3-22) at
k th iteration, respectively.

After (3-21) is solved, the values of Ak, mk, V,h(xkx,m&)T and g,(xk) are
all known. Thus, inequality (3-23) is linear with variable m only, and it defines a cutting
plane which removes infeasible m from the original parameter space M. Given by Outer
Approximation, the cutting plane (3-23) is an over-estimation of the accurate cutting
plane that can accelerate the calculation by reducing iteration times [76].

3.4.2 Master Problem

The challenge of solving the master problem (3-20) is that the closed-form
expression of J* is unknown. In this section, the gradient projection is applied to
linearize the J* around the mk [75]. Therefore, the master problem can be solved

iteratively with a local optimum.

4.4.2.1 Feasible Sub-Problem

If the sub-problem (3-19) is feasible, the mass flow is updated by moving along
the anti-gradient direction:

83 *(mk)

mk+ = mk _(akpk) p

(3-24)

where ¢k is the step size at k th iteration, and the fixed step size is adopted in this
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chapter. The gradient term in (3-24) is provided by the sub-problem as in (3-22). Matrix
PX is the projection matrix at k th iteration which incorporates possible active boundary
constraints (3-11)-(3-12) and cutting planes (3-23):

T -1 T
Pk:I—H,'f\((H,‘f\) Hf\) (HY)' (3-25)
where HJ is the matrix of possible active constraints, for more details, see [77].

4.4.2.2 Infeasible Sub-Problem

If the sub-problem (3-18) is infeasible, the master problem revises m according to
cutting planes, in which the revised mass flow m**! in (3-26) denotes the intersection of
the gradient direction and the cutting plane:

mk+ =mr _ﬁk a‘]a—fr:nr) , (3_26)

where r indicates the last successful iteration, and A* indicates the revised step size:

(24) [Vah (x5, mo)T (mr—m) J+(a4)" gi(x¥)
e\ iy [ OF (Xm,mr) " (3-27)
(2] [9ahtxc,meyr ) O

m

pe=

Remark 3-1: When solving the master problem, if the sub-problem is feasible,
compared with the “optimal cut” in the GBD [33], the proposed solution method does
not cut the parameter space which has a higher overall cost than the upper bound but
moves to the direction of reducing overall cost.

For clarity, the calculation process of the master problem is illustrated in Figure
3-3.

1) First, from mk to mk+, the master problem updates mass flow based on the
gradient with projection according to (3-24), because if the projection is not
considered, the mass flow will step out the parameter space M (blue area).

2) Second, the process from mk+ to mk+2 updates the mass flow according to (3-24)
in the gradient direction without projection, where Pk =] .

3) Next, after the process from mk+2 to mk+3, the new mass flow mk+2 is not in the
parameter space M, which causes the infeasible sub-problem. Thus, the cutting
plane (yellow area) is generated according to (3-23).

4) Forth, the process from mk+ to mk+ indicates the process (3-26) of revising

mass flow, which removes infeasible mass flow from M. The mk+ is the
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intersection point of the gradient direction and the cutting plane.
5) Last, the process from mk+ to mk+ finds the local optimum point mk+ which
satisfies stopping criterion; Therefore, the iteration stops at mk+5.

—» Gradient direction with projection

Parameter space of m constructed by
g:(m)=afm+ 5, <0

Feasible region of sub-problem

Cutting plane

Figure 3-3. The iteration processes of the master problem.

The convergence criterion is defined as:

(3% (3%

I < Eep - (3-28)
(|

where &g IS the maximum tolerance. If (3-28) is satisfied, the iteration will stop at k
k

th iteration with the optimal cost (J*)

3.5 Case Studies

In case studies, the proposed method is tested and compared with two existing
approaches:
1) The economic dispatch (3-18) directly solved by the solver IPOPT which is
effective and efficient for non-convex programs (direct method);
2) The traditional fixed mass flow method [78] solved by CPLEX (traditional method).
It is noticed that in the traditional method, mass flow is the given value rather
than the decision variable. Programs are coded using MATLAB, where the YALMIP is
used to provide the socket between the optimizers and the MATLAB. And the
computational time are calculated based on a PC with i5-4590 CPU and 8GM RAM.

3.5.1 Case 1: Simulation Based on the Test System

The combined heat and power system in Figure 3-4 has a 6-node electric power
system and a 6-node heat system with a CHP unit [27][39]. The proposed method is
tested under the following two scenarios.
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Figure 3-4. The topology of the combined heat and power test system.

3.5.1.1 Scenario 1: Test of Optimality

In the first scenario, the optimality of the proposed method is compared with the
direct method and the traditional method. As shown in Table 3-1, the proposed method
has the optimal cost of $594.31, which is very close to the result $594.19 solved by the
direct method. Influenced by the step-size and convergence tolerance, although there are
small gaps between the solutions of the proposed method and the direct method, the
optimality of the proposed method is the same as the direct method. Also, it is noticed
that both the direct method and the proposed method have lower costs compared with
the traditional method, which demonstrates varying mass flow improves the system’s

overall efficiency.

Table 3-1. The given condition and result of scenario 1

Methods Traditional method Direct method Proposed method
Given mass flow 1.05M" +1y 1.05M" +1y 1.05rM" + 1
Overall costs 598.40 594.19 594.31

2

where m* indicates a local optimum of the problem (3-18). Matrix r, denotes the

matrix of random variables from 0-1.

3.5.1.2 Scenario 2: Test of Convergence

In the second scenario, the proposed method reduces 3.63% of the overall cost
compared with the traditional method. However, the direct method fails to converge.
The possible reason is the initial mass flow for the direct method in scenario 2 is not
good for solver IPOPT to converge under finite iterations.
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Table 3-2. The given condition and result of scenario 2

Methods Traditional method Direct method Proposed method
Given mass flow m m m
Overall costs 635.44 - 612.40

where m is a feasible solution of (3-18) given from experience, in which the mass

flow is 15kg/s for all load nodes.

Figure 3-5.

Mass flow rate of pipe 3 Mass flow rate of pipe 3 during iteration
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Mass flow of pipe 3 (a) of the traditional method and the proposed method and (b)
of the proposed method during iterations in the second scenario.

In scenario 2, as presented in Figure 3-5 (a), compared with the traditional

method, the mass flow in the proposed method is iteratively optimized following the

electricity price, which could be observed in Figure 3-5 (b). As a result, the heat

pipeline storage ability can be better utilized, which improves the electric power

system’s flexibility. Therefore, in Figure 3-6, the CHP unit in the proposed method

generates more heat power during 11:50-12:20 than the traditional method. Considering

the positive correlation of CHP electric and heat power outputs shown in Figure 3-6, the

CHP unit generates more electricity during 11:50-12:20 to reduce high-price electricity

purchase from the grid. In conclusion, the efficiency of the total system is improved

using the flexibility from adjusting mass flow.
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Figure 3-6. The CHP electric and heat power outputs of the traditional method and the
proposed method in scenario 2.

In summary, the proposed method can iteratively solve the optimization problem
(3-21) and find a local optimum which is better than the traditional method. Under the
small disturbance, the local optimums of the proposed method and the IPOPT are very
close; Under different given initial values, the proposed method can avoid the
divergence problem of solver IPOPT.

3.5.2 Case 2: Simulation Based on the Barry Island System

In Figure 3-7, the proposed method is investigated based on a real system in the
modified Barry Island system situated in South Wales with a 9-node electric power
system and a 33-node heat system [72].
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Figure 3-7. The topology of the modified Barry Island system.

58



Chapter 3: Synchronous Economic Dispatch with Variable Mass Flow

Table 3-3. Performance Comparison for Barry Island System

Direct
Approach Traditional method Proposed method
method

Overall costs ($) 1.704x103 - 1.692x103

Cost during iterations
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Figure 3-8. The cost of the proposed method during iterations.

As shown in Table 3-3 and Figure 3-8, the proposed method reduces the overall
cost by 0.95% compared with the traditional method. During iterations, the costs of
CHP units and buying electricity from the grid are both reduced. However, the direct
method fails to converge, which may be a result of the initial mass flow or the
complexity from DERs: The initial mass flow could affect the interior point method
used by IPOPT to find a better case, and the multiple DERs increase bilinear constraints
(3-5) and (3-9), making the problem extremely complex to solve. But as shown in
Figure 3-9, the proposed method can overcome the above difficulties and find a local
optimum.
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Figure 3-9. The mass flow rate of pipe 3 during iterations.
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Figure 3-10. The difference of heat power between generation side and load side.
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Figure 3-11. The (a) electric power and (b) heat power outputs of CHP unit 3.

On the one hand, compared with the traditional method, the proposed method
reduces 1.57% of electricity purchase cost from the grid. This improvement is achieved
from the adjustment of mass flow in Figure 3-9 because the heat pipeline storage is
better utilized: when the mass flow is optimized, the allowed heat unbalanced power
between the generation side and the load side increases during 11:45 to 13:15 in Figure
3-10. As a result, in the proposed method, the CHP units can generate more heat power
during 11:45 to 13:15. Due to the electric-heat coupling characteristics, CHP units can
generate more electric power during 11:45 to 13:15 when the electricity price is high.
This phenomenon is obvious in Figure 3-11 (a) and (b) as circled.

On the other hand, adjusting the mass flow can reduce heat loss according to the
heat pipeline model (3-7). In this case, the proposed method has reduced 3.43% heat
energy loss compared with the traditional method. Thus, the system operator can satisfy
the same load demand with higher efficiency compared with the traditional method.

Briefly, the proposed method can overcome the non-convergence problem of the
direct method. Compared with the traditional method, the proposed method can reduce
the overall costs by utilizing flexibility from adjusting mass flow.

In terms of calculation efficiency, total calculation time is about 12.025s, where
the average solving CPU time is 0.165s for each convex sub-problem, and the average
time consumption of the master problem is 0.316s. Under the convergence tolerance
0 =2x10+* the proposed method converged at 25 times, which can be used in the
day-ahead or intra-day dispatch.
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3.6 Conclusion

In this chapter, the proposed synchronous dispatch increases the flexibility of
combined heat and power dispatch through adjusting mass flow. By developing a
nonlinear heating system model, the complexity from the integers in existing MINLPs is
eliminated without compromising on accuracy. The proposed solution method
overcomes the simplification of the optimization model in existing methods and
accelerates the calculation. In case studies, compared with the traditional method, the
proposed method has a lower overall cost without any additional devices. Compared
with the direct method solved by IPOPT, the proposed method can avoid divergence
problems.
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Chapter 4. Asynchronous Economic Dispatch

4.1 Overview

Limited by the long dynamic process and large heat inertia, the heating system
may not be adjusted as fast as the electric power system [5][17]. For example, the
electric power system is usually dispatched in minutes because of the short dynamic
time and the requirement of real-time power balance, while some heating systems are
adjusted in hours. However, the different adjustment time scales of electricity and heat
are ignored in traditional synchronous dispatch methods, which threatens the system
security and efficiency. Thus, the asynchronous dispatch method is proposed in this
chapter to incorporate the different adjustment time scales of the two energy systems,
and the contributions are:

1) Two asynchronous economic dispatch models i.e., hybrid model and identical
model, are proposed which incorporates the different adjustment time scales of the
electric power system and the heating system.

2) The influence of dispatch intervals on the overall costs and computational
efficiency is studied in the case simulation.

3) The necessity of using the asynchronous time scale dispatch method is
demonstrated from the comparison with the synchronous dispatch method.

It is noticed the asynchronous dispatch is a generalization of synchronous
dispatch, which indicates the synchronous dispatch is a special case of asynchronous
dispatch with the same dispatch interval of electricity and heat. The asynchronous
dispatch can be used for the economic dispatch with both variable mass flow and fixed
mass flow. For clarity of model formulation and case analysis, we adopt the fixed mass
flow adjustment in this chapter for example.

4.2 Hybrid Time Scale Model

The first asynchronous dispatch model is the hybrid time scale model (hybrid
model). In the hybrid model, as illustrated in the Figure 4-1, the adjustment time scale
of the two energy systems are different: The electric power system adopts a shorter
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dispatch interval Atz for its real-time generation-demand balance, while the heating
system uses a longer dispatch interval At, due to its control mechanism and large

inertia.

Tw

R N S \
Heating I [
system ED :At ED : ED| ..
» ’ .
e
. | | A | N
Power
system Em | ED ED ED | ED | .
E
| | | ,
o t
Heat dispatch Electric dispatch
command command

Figure 4-1. The dispatch command in the hybrid time scale model.

In Figure 4-1, Tz and T, are the total number of dispatch time sections in the
electric power system and the heating system, respectively. Generally, in the hybrid
model, T, <Tg. As a result, the number of constraints in the heating system is less than

the electric power system.

4.2.1 Objective Function

The objective function of the hybrid model is to minimize the total generation
costs of all energy sources at all time sections:

min £=3° 3 [T () + G (p) Ale

ol S

Te T
+Z{z CCie(Pie, i) Ate + IZl: CCi(hi)Aty }

ieG | t=1

, (4-1)

where CT;,(pi;) and CG;(p;,) indicates the cost function of thermal generators and
electricity purchase from the grid, respectively. Scalars CC; (pi,h;;) and CC;(h)
denote the different terms in the cost functions of CHP units which related to and do not
related to electric power, respectively.

The cost function of thermal generators and CHP units are expressed using
quadratic functions of electricity and heat productions [27]:

CTie(Pit) =7hieo + 771 Pis 7702 PA (4-2a)
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CCit =Tiro +ixa Pit +ir2 P2+ 105 Pidhhie + 77 e3M e +77 0403 '

CCit(pig.hiy) CCit(hiy) (4-2b)
The cost function of the electricity purchase from the main grid is:
CGit(pir) =CEpis (4-2c)

where C¢ is the time-of-use at time t.

4.2.2 Electric Power System Constraints

In the electric power system, the DC power flow model is adopted. The real-time
electric power balance is required between the generation side and the load side:

Z Pi .t =Zdi,t t:]_, 21 ”‘TE. (4_3)

ieG ieE
The electric line power [, of line i at time t is calculated by

li =ZS|:,,J- (pji—d;;) Viel, t=1,2,-T¢

jeE

, (4-4)

The line power flow should be below its thermal limitation:

L<Y SRj-(pj—dj)<k, Viel, t=1,2 T, (4-5)

jeE

4.2.3 Heating System Constraints

In the heating system, the mass flow is the given variable value, which is widely
adopted in the literature [24][25][36].
The heat nodes exchange heat power with the heat supply and return networks

through heat exchangers:
hy=c,m (TS -TAR) VieH, t=1,2, =T, . (4-6)

In the heat supply network, for load nodes T;¥s =T, and for source nodes T} is
calculated by (4-9a). Similarly, in the heat return network, for load nodes T} is
calculated by (4-9b), and for source nodes TNR=T? . It is noticed here all
t=1,2, - Ty-

To ensure the heat exchanger’s working conditions, the exchanger supply and

return temperatures should satisfy:

TN ST <TM  VieH, t=1,2, Ty, (4-7a)
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TR <TAR T VieH, t=1,2, Ty, (4-70)

To avoid the heat pipeline storage is exhausted, the generated heat energy is
required to be no less than the load heat energy within scheduling periods:

Ti( z hi — z hi,tjAtH >0. (4-8)

t=1 iEHG iEHL

The node temperature mixing equations are applied to calculate node temperature
from its injecting pipe end temperature:

( IEHGt+ZmJtJTIt ( ieHg t 'EHet) [Zm”r“j (4-98)

VieH, jeRNIn(i), t=1, 2, =Ty

( IEHLt+ZmJt]-rIt ( ieHL t 'GHLt) (Zm“r”j (4-9b)

VieH, jeRNIn(), t=1, 2, ---Ty
The pipe initial temperature equals to the temperature of its connecting node:

$h=T% jeRNLv(i), ieH, t=1,2, =Ty, (4-10a)

=T} jeRNLv(i), ieH, t=1,2 --Ty. (4-10b)

The pipeline model describes heat dynamic process based on the dynamic
pipeline model [27][10]:

t=yis

T/ = z Ki,t,kTiS,||< ViePbs, t=1,2, =Ty, (4-11a)
k=t-git
=it

Ti’,tRE = z Ki,t,kTi',QI! Vi € PR! t:l! 2’ .”TH ' (4'11b)
k=t—ei ¢

where 7/f¥ and z/f¢ are pipe end temperature without heat loss of pipe i at time t.
Coefficients K;., indicate the weights of the historical temperature:

M Aty —Sic + PAX; K=t-g,
mthAtH l 1t

m; , Aty

: k=t—p+1.. . k=t—y,+1

Kio =1 my Aty Pie awd, (4-12)

M,k=t—%,t

m; Aty
0, otherwise
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in which the integer intermediate variables y;, and ¢, denote the time delays

calculated by:

Yie =Mmin {n : s.t.Z(mi,t,k ‘Aty) = pAx,n=>0,ne Z} , (4-13a)
. k=0

@ =Mmin {m : s.t.z (M oy Aty ) > pAX,m>0,me Z} ’ (4-13b)
m k=1

where R;, and S;, are two intermediate variables:

Vit

Rie=> (M -Aty), (4-14a)
k=0
@1
Sth — kZ:O: (mi’t_k 'AtH),IfQ’t Zj/i’t +1 (4-l4b)
Ri.,otherwise

The heat pipe end temperature is calculated by considering the heat loss:

o =T+ (ol —Ti,at)xexp{— AL, {y +1+ﬂﬂ |

Apc, |72 m At (4-152)
Viebks, t=1, 2, ---T,
' A ALy, 1, Si;—Ri;
iRE: ia+ iRE —Tia eX In— i +—+—
iy §+(xf §)x p{ ApC, (7; 2 m,, Aty |- (4-15b)

Viek, t=1,2, =Ty
4.2.4 Energy Sources Constraints

4.2.4.1 Combined Heat and Power Units

The feasible regions of different CHP units are shown in Figure 2-5 (a) and (b)
and described by polytopes in equation (4-16a) and (4-16b), respectively [36][67].
Different from the extraction condensing CHP units, the electric and heat power outputs
of back-pressure CHP units have a linear relationship. Therefore, the electric power of
back-pressure units follows the heat adjustment time scale.

Bk,i pi,t + Kk,ihi,t Svk,i Vi EG, t:]., 2, "'TE ) (4'163.)

Biibit + Kiihii =i  VieG, t=1,2, - Ty (4-16b)
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The ramping constraint indicates the increment or decrement of the source power
outputs within a single period should not exceed the ramping capacity:

Dei-Ate <pip— piea SUei-Ate VieG, t=1,2, -+ Te, (4-17)

Dh,i AtH S hi,t - hi,tfl S Uh,i AtH Vi (S G, t:]., 2, “'TH . (4'18)
Moreover, the CHP unit’s supply temperature is usually set by operators:
T¥=T VieG, j=I5(), t=1,2, Ty, (4-19)

where (i) isamapping between a heat node and an energy source node.

4.2.4.2 Thermal Generator and Main Grid

Since the thermal generator and the main grid only outputs electric power, the
dispatch interval follows the electric adjustment time scale. The power outputs of the
thermal generator and the main grid at energy source i follow (4-20), and at the same
time the thermal generator should satisfy ramping constraints (4-18).

Pit <Pt <Pix VieG, t=1,2, Tg, (4-20)

where the Pi: and Pi; indicate the minimum and maximum electric power outputs of
energy source i at time t.

4.3 ldentical Time Scale Model with Additional Constraints

Another asynchronous economic dispatch model is called the identical time scale
model (identical model): The idea is to add equality constraints to the traditional
synchronous dispatch model. As shown in Figure 4-2, the electric power system and the
heating system both adopt the short electric dispatch interval, i.e., At=At: where At
is the dispatch interval in the identical model.

To deal with the long adjustment time scale of the heating system, additional
equality constraints (yellow blocks in Figure 4-2) are added to guarantee the heat
decision variables are invariable during each At, . With these additional constraints,
the asynchronous economic dispatch can be realized which satisfies the different
adjustment abilities of the two energy systems. Compared with the hybrid model, the
identical model has more constraints but the same results, which will be verified in case
studies.
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Figure 4-2. The dispatch command in the identical model.

4.3.1 Objective Function

The objective function of the identical model is to minimize the total generation
costs of all energy sources at all time intervals:
Te Te
;I;-nihn f:ZZ[CTi,t(pi,t)"‘CGi,t(pi,t)]At"'ZZ[CCi,t(pi,uhi,t)"'CCi,t(hi,t)]At- (4-21)
i icG t=1 icG t=1
Derive keAt=KkeAtz =At, into (4-21), the (4-21) equals to (4-1), where kg is an
integer coefficient to describe the relationship between the time interval of the electric
power system and the heating system.

4.3.2 Electric Power System Constraints

In the electric power system, the constraints in the identical model are the same as
that in the hybrid method:

Z Pis =gE)di,t t=1,2, T (4-22)
Ii,t :;SF,J '(pj,t _dj,t) Viel, t=1,2, T ’ (4_23)
LY SR(pe—dj) <k Viel, t=1,2,-T (4-24)

jeE

4.3.3 Heating System Constraints

In heat systems, the time interval is At in the identical model. The heat nodes
constraints are:
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he=com(Tit® —Ti¥F) VieH, t=1,2,---T. (4-25)

In the heat supply network, for load nodes T\ =T, and for source nodes T3 is
calculated by (4-30a), where t=1, 2, ---T . In the heat return network, for load nodes
Tk is calculated by (4-30b), and for source nodes T,\® =T;}, where t=1, 2, ---T.

The exchanger supply and return temperatures should satisfy:

TN <TWS <TM  VieH, t=1,2, T, (4-26a)

TNR<TAR S-FiNR VieH, t=1,2, =Ty (4-26b)

Also, we have pipeline storage constraint (4-27) which is similar to (4-7):
5[ 3 - Thjazo a21)
teTy \ieH/H_ ieH_

Moreover, additional equality constraints are added to ensure variables during
each At, are invariable:

hi,t :hj,t Vie H, t, J EWk, k :1, 2, TH , (4_28)
TS=TN° VieH, t jeW, k=12, ..T,, (4-29a)
TAR=TAR  VieH, t,jeW,, k=1 2, ..T, (4-295)

where W, denotes the electric time sections included in the corresponding heat time
section k. For example, if the heat time interval is 1 hour and the electric time interval is
15 minute, W, ={1,2,3,4}, W, ={5,6,7,8}, W, ={9,10,11,12}, etc. Constraints (4-28)
and (4-29) denote the heat power and temperatures are invariable within each heat time
interval.

The node temperature mixing equations are:

[ . t+szt]T'St_( Miths ¢ IeHet) [Zm“r,tj (4-30a)

VieH, jeRNIn(i), t=1, 2, ---Ty

[ feH, t+ZmJtJT'F§_( LA 'eHLt) (Zm”’[“J (4-30Db)

VieH, je R NIn(), t=1, 2, ---Ty

The equality constraints are added to (4-30) to satisfy the heat adjustment time
scale:
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T$=T5 VieH, t, jeW, k=1 2, .. Ty, (4-31a)
TR=TR VieH, t,jeW,, k=1 2, ... Ty, (4-31b)
E=r%  VieR, t jeW, k=1 2, .. T, (4-32a)
RE=1F VieR, t,jeW, k=1 2, .. Ty,. (4-32b)

The pipe initial temperature equals to the temperature of its connecting node:
$h=T% JjeRNLv(), ieH, t=1,2, T, (4-33a)
fi=TF jeRNLv(), ieH, t=1,2, T, (4-33b)

And the additional constraints with (4-33) are:

=, VieR, t, jeW, k=1 2, .. Ty, (4-34a)

=l ViePR, t, jeW, k=1 2, .. T,. (4-34D)

The pipeline model includes:

t—7it

Tigt = Z Kickzk  Vieh, t=1,2, T, (4-35a)
k=t—gi
t=yig
z-i’,tRE = Z Ki,t,kri',?ll VI € PR! t:]-! 2! “.T 1 (4'35b)
k=t-gi
SE _Ta ISE _Ta . //l’lAt _ l Si,t _Ri,t
Tl,t _Tl,t +(T|,t Tl,t)xexp{ ApCp (}/I,t + 2 + mi't_}/“At y (4-368.)
Viek, t=1,2, =T
At 1 Si:—R
iRE :Tia+ i’SE _Tia exp| — j-1 i +_+M
Tit t (T ke ,t)X pl: Ai,OCp [7,1 2 mi,t—}’i,[AtH ) (4-36b)

Viek, t=1,2, T

where K., @i 7 Sieoand R, are calculated according to (4-11)-(4-13).

4.3.4 Energy Sources Constraints

4.3.4.1 Combined Heat and Power Units

In the identical time scale model, the CHP constraints are:
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Biibii +Keihi <wi VieG, t=1,2, T, (4-37a)

Biipi + K=, VieG, t=1,2,--T. (4-37b)
The ramping constraints of CHP units are:

D.; At<piy—pia <Ug; At VieG, t=1,2,--T, (4-38)

Dh,i 'Atghi,t_hi,t—l SUhyi At Vi EG, t:]., 2, .'.T . (4-39)
Moreover, the CHP unit’s supply temperature satisfies:

TE=T$ VieG, j=I(), t=1,2, =Ty (4-40)

4.3.4.2 Thermal Generator and Main Grid
The power output of the thermal generator and the main grid at energy source i is:
Pit < Pig < Piy VieG, t=1,2, T, (4-41)

And the ramping constraint of the thermal generator follows constraint (4-38).

4.4 Case Studies

In the case studies, the following questions will be answered: 1) Do the two
proposed asynchronous economic dispatch models have the same results? 2) Does the
heat dispatch interval influence the results? 3) Is it necessary to use asynchronous
dispatch considering we already have the traditional synchronous dispatch method?

The simulations are based on the combined heat and power system in Figure 4-3
(@) [36], where the test system has a 6-node electric power system and a 6-node heat
system with a CHP unit and a thermal unit. The electric power system can purchase
electricity from the main grid through the tie-line. The sums of electric load and heat
load are shown in the orange and blue curves in Figure 4-3 (b), respectively, where the
load at node (bus) 3 is the residential load and the loads at other nodes (buses) are
industrial loads. The adjustment time scales of the electric power system and the heating
system are 15 minutes and 60 minutes, respectively.
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Figure 4-3. The (a) topology of combined heat and power system for asynchronous economic
dispatch and (b) electric and heat load power.

4.4.1 Case 1: Comparison of the Two Asynchronous Economic Dispatch Models

This simulation answers question 1: whether the hybrid model and the identical
model have the same results. In the hybrid model, Atz =15min and At, =60min; In
the identical mode, At=15min with additional equality constraints to guarantee
during each At, =60min heat variables are invariable.

28 Heat power output of CHP unit 45 Electric power output of CHP unit
— g '
s s 4
S 24 =
5 235
2 £
5207 3
o g 2
Q16 1 2
g b 825 ”
Q [9)
w12t —8— Hybrid model £ Ll —®— Hybrid model
:"]:’ =e= |dentical model § =e= |dentical model
8 e Wis e
0:00 6:00 12:00 18:00 24:00 0:00 6:00 12:00 18:00 24:00
Time Time
(a) (b)

Figure 4-4. The (a) electric power and (b) heat power outputs of CHP unit in the hybrid model
and identical model.

Obviously, from the results shown from Figure 4-4 to 4-6, the hybrid model and
the identical model have the same results. This phenomenon is more apparent in Figure
4-6, where temperatures at heat node 6 of the two models have no difference. The
reason is that the additional equality constraints in the identical model ensure the heat
variables equal to each other during each Aty , which has an equivalent effect as the
hybrid model.

In Figure 4-4, as the only heat source, the CHP unit adjusts the electric and heat
power outputs every 60 minutes even if it has the ability to adjust electric power every
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15 minutes. This is caused by the linear relationship between electric and heat power
outputs: the slow adjustment of heat power limits the fast adjustment ability of electric
power. As a result, the fast-changing electric load is satisfied by the thermal generator
and the main grid in Figure 4-5. This result illustrates in a combined heat and power
system, although an electric-heat coupling device (here is the CHP unit) has the fast
adjustment ability for the electric variables, the slow adjustment of heat variables will
restrict its fast adjustment ability. Therefore, additional flexible electric sources are
needed to maintain the electric supply-demand balance even if the capacities of
electric-heat coupling devices are enough for the electric load.
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Figure 4-5. The electric power (a) of thermal generator and (b) bought from the main grid.
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Figure 4-6. The node exchanger (a) supply temperature and (b) return temperature of node 6 in
heating system.

4.4.2 Case 2: Performance under Different Dispatch Interval

This case is carried out to answer question 2: How can the heat dispatch interval
At influence the results of the asynchronous economic dispatch.
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Figure 4-7. The (a) total generation cost and (b) CPU time of calculation under different At, .

As shown in Figure 4-7 (a), when increasing the heat dispatch interval At, , the
total generation cost has experienced a slight increase (<2%) because the adjustment
flexibilities of CHP units and the heating network are restricted by the increasing
heating adjustment time scale. As special cases, the total costs do not increase
significantly at Aty =3 hour and At, =12 hour since the heat power within At
may not be satisfied.

Obviously, in Figure 4-7 (b) the CPU time of solving the hybrid model is much
less than the identical model. With At increasing, the CPU time of the hybrid model
Is decreasing, while that of the identical model is increasing as a result of constraint
numbers: Since the total dispatch time is the same, i.e., 24 hours when heat dispatch
interval Aty is longer, there are less heating constraints in the hybrid model but more
constraints in the identical model as a result of adding more additional equality
constraints like (4-28). Thus, when At,, becomes longer, the computational efficiency
of the hybrid model goes higher but that of the identical model goes lower.

Moreover, this case simulation can serve as a supplemental answer for question 1:
under different Aty , the hybrid model has the same results as the identical model. For
example, in Figure 4-8, the result of the node exchanger temperature at heat node 6
clearly demonstrates that the temperatures calculated by the two models are the same
even adjusting the y-axis to very high precision.
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Figure 4-8. The node exchanger supply temperature of node 6 in heating system.

4.4.3 Case 3: Necessity of Using Asynchronous Dispatch

For question 3, two cases are simulated to demonstrate the necessity of using the
asynchronous dispatch method rather than the traditional synchronous dispatch method
ignoring the different adjustment time scales of electricity and heat. Since the
adjustment time scales of the electric power system and the heating system are 15
minutes and 60 minutes, respectively, if a new dispatch command is not 15 minutes
later in the electric power system and 60 minutes later in the heating system than the
last dispatch command, it cannot be executed in practice.

4.4.3.1 Comparison to Traditional Dispatch with Heat Time scale

Here the synchronous dispatch following the adjustment time scale At=60min
is compared with the asynchronous dispatch with At =15min and Aty =60min. For
clarity, the key given conditions and results are summarized in Table 4-1.:
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Table 4-1 Comparison of asynchronous method and synchronous method with At =60min

Methods Asynchronous method Synchronous method
Electric command interval (min) 15 60
Heat command interval (min) 60 60
Total electric load (MWh) 379.4 379.4
Total electric generation (MWh) 379.4 378.8
Total electric unbalanced energy
0 14.3
(MWh)
Total heat load (MWh) 429.8 429.8
Total heat generation (MWh) 431.7 431.7
25 Heat power output of CHP unit 5 Electric power output of CHP unit
s z
= =
% 20 | ?5.’ 4t
> o
=3 5
> (@]
© 15} 53
2 3 -
[e] o
10t 2ol
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I =e= Synchronous ﬁ = &= Synchronous
0:00  6:00  12:00  18:00  24:00 0:00 600  12:00  18:00  24:00
Time Time
(a) (b)

Figure 4-9. The (a) electric power and (b) heat power outputs of CHP unit in asynchronous
dispatch (asynchronous) and synchronous dispatch (synchronous).
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Figure 4-10. The node exchanger (a) supply temperature and (b) return temperature of node 6
in heating system.
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Under the above conditions, the two dispatch methods all find the global optimum
and satisfy the heat load successfully. For example, heat power output and temperatures
have the same results as presented in Figures 4-9 and 4-10, respectively.

However, as shown in Figure 4-11 (a) and Table 4-1, the synchronous dispatch
fails to satisfy electric load: The power balance between the generation side and load
side is not satisfied for 18 hours in a day, and the total unbalanced electric energy is
14.3MWh as presented in the grey block of Table 4-1. By calculating the power
unbalance rate between the generation side and the load side according to
e =(pit—dir)/di; x100% and plotting it in Figure 4-11 (b), we find that the
traditional method seriously threatens the security of electric power system operation.
For example, at 17:15, about 35% of electric load power is not satisfied, and at 3:15,
5:15, and 6:15, the system has about 30% generation surplus. The reason for the
synchronous dispatch’s failure is that the dispatch interval At is too large that the
electric load within At cannot be satisfied. Thus, in the synchronous dispatch model,
selecting the dispatch interval At based on the heat adjustment time scale can lead to
the violation of the electric generation-load power balance, which threatens the security
of the electric power system. In contrast, the proposed asynchronous method can satisfy
both electric and heat demands successfully without any violation as shown in the
orange curve in Figure 4-11.

In brief, it is not secure to dispatch the combined heat and power system using the
synchronous method with the heat adjustment time scale.

Electric power difference Generation-load unbalance rate

6
—~ 41 == Asynchronous | | 30 == Asynchronous
; —e— Synchronous =—e— Synchronous
S 27 20
g o e 10
; ~
. g 0
27 o]
g ¥ -10
847 -20
e -30
-8 ' ! ' ' ! ' -40 : ' ! : . ! !
1 12 24 36 48 60 72 84 96 0:00 6:00 12:00 18:00 24:00
Time Time
(a) (b)

Figure 4-11. The (a) electric power difference and (b) electric power unbalance rate between
generation side and load side.

4.4.3.1 Comparison to Traditional Dispatch with Electric Time Scale
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To address the electric power system security problem in the above case, the
synchronous dispatch following the adjustment time scale At=15min is compared
with the asynchronous dispatch with Ate =15min and At, =60min .

Under the given condition, practically the heating system cannot execute all but a
part of dispatch commands due to its long adjustment time scale. Therefore, in Figure
4-12, there are three curves named Asynchronous, Synchronous (ideal), and
Synchronous (practical) which are the abbreviations of the asynchronous method,
synchronous method adjusting heating system every 15 minutes, and synchronous
method’s adjustment in practice. In Table 4-2, both asynchronous dispatch and the
synchronous dispatch (ideal) find the global optimums, while the synchronous dispatch
(practical) is an infeasible problem.

Table 4-2 Comparison of asynchronous method and synchronous method with At =15min

Asynchronous Synchronous Synchronous
Methods . .
method method (ideal) method (practical)
Electric command interval (min) 15 15 15
Heat command interval (min) 60 15 60
Successfully solved Yes Yes No

Heat power output of CHP unit Electric power output of CHP unit

4.5
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&S

) =~ 4r o N
—_— 1 {
S 22 \_= 1 § :
= Sa5) )
5 2 r
218} 1 5 =
El 3 3 fr 1
o — ¢
g , = F R >
Z 14 \ \ f| &%° F | )
- fu r | 1
8 © e
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9 —e— Synchronous (ideal) W5 —8— Synchronous (ideal)
Synchronous (practical) Synchronous (practical)
0:00 6:00 12:00 18:00 24:00 0:00 6:00 12:00 18:00 24:00
Time Time
(@) (b)

Figure 4-12. The (a) electric power and (b) heat power outputs of CHP unit.

To study the results of the synchronous dispatch (practical) if some constraints
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are allowed to be violated, in this case we slack heat exchanger temperature limits and
the CHP temperature constraints. After that, the optimization problem can be
successfully solved, whose temperatures are marked as “Synchronous (slacked
practical)” in the yellow curves with blocks in Figure 4-13. From Figure 4-13, if the
results of the synchronous dispatch are implemented in practice without the
consideration of temperature constraints, the heat exchanger supply temperature is
approaching 120°C as shown in Figure 4-13 (a), which indicates the hot water becomes
steam. As a result, the heat exchanger will not work as a normal state and probably have
serious security problems.

Supply temperature of node 6 Return temperature of node 6

120 100 — |
\ 4 g
100 =~ O~O=O=O~C=O0=0=00-0=0m0-0=0=0=Cm o _ - = 80 | ]
© ©
~ 80 N
o Q 60 ]
=} =
T 60 ©
2 Q 40
Q Q
£ 40 IS
& =&— Asynchronous '9 =®— Asynchronous
20 Synchronous (practical) 20 Synchronous (practical)
Synchronous (slacked practical) Synchronous (slacked practical)
0 0+
0:00 6:00 12:00 18:00 24:00 0:00 6:00 12:00 18:00 24:00
Time Time
(a) (b)

Figure 4-13. The node exchanger (a) supply temperature and (b) return temperature of node 6
in heating system.

In contrast, as shown in the blue curve in Figure 4-13, the economic dispatch
based on the asynchronous dispatch method can be successfully solved and
implemented in practice with all constraints satisfied because different adjustment time
scales of the electric power system and the heating system are incorporated.

In brief, the synchronous method based on the electric time scale is infeasible to
be executed practically if the two energy systems have different adjustment time scales,
but this problem can be overcome by the proposed asynchronous method.

4.5 Conclusion

In this chapter, two asynchronous economic dispatch models, i.e., hybrid mode
and identical model, are proposed for combined heat and power systems, which
incorporate different adjustment time scale of electricity and heat and have the same
results. From the comparisons of case studies, if the electricity and heat have different
adjustment time scales, the traditional synchronous dispatch method will either have
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security problems in the electric power system or become infeasible to implement
practically. Therefore, it is essential to adopt asynchronous dispatch when the electric
power system and the heating system have different adjustment time scales. In the
asynchronous dispatch, with the heat dispatch interval increasing, the efficiency of the
hybrid model is increasing while that of the identical model is decreasing, but the results
of variables in the two models hold the same.
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Chapter 5: Distributed Optimal Frequency Control

5.1 Overview

As presented in Figure 5-1, when there are prediction errors and uncertainties, the
real-time electric and heat load powers will have disturbances around the values in the
economic dispatch in Chapter 3 and 4. Thus, the secondary frequency control is needed
to restore the frequency by adjusting the generation power and eliminating the power
mismatch between generation and load sides.

Local measurement
and communication

¢

Control Strategy in this
chapter Power
Set frequency fo ) =g adjustment of
Pi=—Ep energy sources
h=-—¢,...

System frequency X

response

Power
disturbance

a
& » g

Figure 5-1. The control block of the proposed distributed frequency control.

In this chapter, a distributed frequency control method is proposed with
system-wide optimality, which is used for the secondary control (AGC) of combined
heat and power systems. Compared with traditional AGC methods, the proposed
method is an economic AGC whose power adjustments are system-wide optimal. So the
proposed frequency control method is called “optimal frequency control”.

The contributions of the proposed model and the solution method are:

1) The fully-distributed frequency control manner is proposed with system-wide
optimality and globally asymptotically stable.

2) The electric-heat coupling device model is considered in the frequency control to
prevent the violation of the generator’s feasible region of electric and heat outputs.

3) The electric line power constraints and flexibility from the heating system are
considered in the control model.
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4) The proposed solution method is robust to inaccurate damping coefficients and does
not need the measurement of the phase angle.
For clarity, the process of designing the optimal frequency control strategy is
presented in Figure 5-2, where the optimal control models are detailed in Section 5.3
and the distributed solution method is designed in Section 5.4.

I
13

Establish the optimization
model Model

T formulation

(Section 5.3)

Reformulate the
optimization model

|
Reduce variables

Use partial primal-dual
gradient method to derive
the control strategy

Reverse
engineering

Implement the control
strategy

Figure 5-2. The flow chart of designing frequency control strategy in this chapter.

5.2 Physical Model

In this section, preliminaries are firstly presented to describe the topology of
combined heat and power systems, and then the network model is developed to describe
the physical control model. It is noticed that the method in this chapter is most
applicable to the combined heat and power system in the microgrid scale.

5.2.1 Preliminaries

In the optimal frequency control of combined heat and power systems, a heat
node is assumed to link to an electric bus, and the heat network is not considered
because the frequency control is in seconds or milliseconds. Thus, the heating system
can be described by the topology of the electric power system, which is described as a
directed graph A=(E,L), where E:{L 2,3,...,n} denotes the set of electric buses,
and L,=ExE is the set of single-direction power lines. The buses generate or
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consume electricity and heat, and the electricity is transmitted through power lines. The
buses are divided into two sets: generator bus set E; and load bus set E,, with
E =E; UE,,. The generator buses contain generators and may contain attached loads,
but the load buses only contain loads. We define C €|E|x|L,| as the incidence matrix
of the graph A=(E,L) where C;, =1 if I=ije, C,=-1if I=jiel, and

C =0 otherwise.

5.2.2 Network Model

Based on the DC power flow model, the electric line power flow Pp; can be

calculated by:
R =B;(6-6) i j<E ijeL, ®-1)

where Bj is a coefficient related to the voltage magnitudes at buses i and j. For
simplicity, all variables such as PB;,6;,6; in this chapter are defined as the deviations
from their nominal values P, 6°, 67 which are calculated by economic dispatch.
Consider the dynamic network model of a combined heat and power system in
Figure 5-3 with the electric power system (in blue) and the heating system (in red) [79]:

________________

)ik | )
+.I i he : E_.I i
—-IE i ~Dfw + pf —A—tl: | —‘—:IE i
p! +RB'+Dlw
Figure 5-3. Dynamics of network model at bus i
Scalar @, is the per-unit frequency derivation of bus i, which indicates

@, = (0 —an) ! ax,, where @ is the real value of the frequency and «y indicates
the nominal frequency, i.e., 50Hz or 60Hz. Scalars p; and h; are the controllable
electric and heat outputs, in which p; =p! —pfand h =h'-h?. Scalar M; denotes the
generator inertia at bus i, and the aggregated uncontrollable power injection B™ is the
difference of the uncontrollable generator power output R¢ and the load power P',
ie, pn=p9_p', and the uncontrollable heat power injection Q" is the
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uncontrollable load power —Q!, i.e., Q"=-Q'. Damping coefficient D; is the sum
of the generator and load damping coefficients denoted by D? and D! respectively,
i.e., D,=D?+D/. Since the time scale of the optimal control command is less than 1
second, the building and network heat inertia is considered:

Qr-h=Q" ieE, (5-2)
where QY is the heat inertia which is limited by the lower boundary Q and the upper
boundary Qv. By introducing QY, small mismatch of heat power can be compensated
by its heat inertia, which makes use of the flexibility of the heating system for the
electric frequency control. In the practice, Q' can be estimated by the operator
according to the building area and outdoor temperature.

Electricity and heat are coupled via electric-heat coupling devices, which are
modeled as the CHP unit whose feasible region is a polytope [27]. Here two inequality
constraints which describe the feasible region of CHP units are used to divide a united

constraint (4-16) in Chapter 4 into upper and lower boundary constraints:

h<2bip + Yol ykeK,, ek,
Ky.i Kv.i
hiz%pi+vn‘i vnekK., ieEg,

where K, and K. are sets of upper and lower boundaries, respectively.
To derive the electric network dynamics, consider the swing equation:

6=wm VieE,
Mo, :(ﬁ,m_ﬁ,e)_Da}' VieEs,

where B and P, are mechanical power and electromagnetic power of the generator
at bus i, respectively. It is noticed that @ =(o™ —ay)/ @, . Based on the swing

equation, defining Pe =CP, where P ={F’ij} as the leaving line power from bus i,

icE
electric network dynamics can be derived by changing P, and P, with the variables
in Figure 5-3 [55][56]:

Miax =R"-pi—Da —R°* i€k, (5-3)
0=R"-p-Da R ieEy. (5-4)
Pi=Bj(@-) i jeE, ijelL (5-5)
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where (5-3) and (5-4) represent the dynamics of generator buses and load buses.
Equation (5-5) reflects electric line power flow dynamics under the assumption of small
frequency deviations.

Remark 5-1: Practically, the uncontrollable electric power injection B" and
damping coefficient D; are difficult to measure accurately [56]. However, if we use
these inaccurate variables in the control, the errors may lead to frequency instability.
Innovatively, the proposed method does not need the measurement of B" and is
robust to the inaccurate coefficient D;, which will be strictly proved in Theorem 5-3.

5.3 Optimal Control Model

The steady state of the combined heat and power system is provided by economic
dispatch in Chapters 3 and 4, which means equations (5-3)-(5-5) are adopted around an
equilibrium with @& =0 and PB; =0. If the disturbance reflected by any step change of
Rin or Q™ occurs in the combined heat and power systems, the goal of the frequency
control is to
1) Restore frequency to the nominal value i.e. 50Hz or 60Hz;

2) Rebalance system electric and heat power outputs and let each control area absorb
its power imbalance;
3) Achieve minimal cost under electric and heat operating constraints.

To realize the goal 2 and 3, the optimization problem (5-6) is formulated:

rpnhlg f :;Ci,e(pi)'i'ci,h(hi), (5-62)
st.  R"-pi- D B(6-6)+ > Bu(-8)=0 icE (5-6b)
jijelsn k:kieLs jn
hi _Qin :Qv icE, (5-6C)
h<2elp s Y wkeK,, ek, (5-60)
K, K.
Bni Vhi i
hiZK] P + vneK., iekEg;, (5-6e)
Q' <Q<Qr ieE, (5-6f)
p<p<p i€k, (5-69)
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where Pi and P; are lower and upper limits of the electric power generation. Scalars
P, and P; are lower and upper limits of the electric line power, respectively. Set Ls,in
is the subset of lines that connect buses within the same control area.

The (5-6a) is the objective function aiming to minimize the cost of electric and
heat power adjustments. (5-6b) ensures that power imbalance is eliminated by adjusting
the power within each control area and maintaining the power of the inter-area line.
(5-6¢) is the heat power balance. (5-6d) and (5-6e) are electric and heat power limit of
CHP units. (5-6e)-(5-6h) are the limits of heat inertia, controllable load, and line power
flow. For optimality and convergence analysis, the assumptions are:

Assumption 5-1: The cost functions Cic(pi)and C;,(h) are strictly convex and
continuously differentiable with C.(pi)=a. >0, and C/,(h)>a,>0.

Assumption 5-2: The Problem (5-6) is feasible.

Since the problem (5-6) ignores the goal of restoring system frequency and needs
the measurement of bus phase angle, the reformulated problem (5-7) is developed:

] 1
min =3 [Ci.(p)+Cip(h)]+> S kPDie?, (5-7a)
o,p.h,P.p icE ieN 2
ot R"—p-Dw~ > P+ > Ri=0 ieE (5-7b)
jijels k:kieLs
Rin— p; — D — Z Bi (o —¢;)+ z Bi(px—¢)=0 ieE (5-7¢)
jijelsin k:kieLs in
h<2ep s Y wkeK,, ek, (5-7d)
K, K.
Bni Vhi 1
hiZK] P + vneK.,, iekg, (5-7e)
p<p<p ieE, (5-71)
Q' <Q'<Q ieE, (5-79)
B, <Bj(@—9;)<P, i jeE, ijels, (5-7h)

where ¢; is the virtual phase angle [55] to eliminate the measurement of the real phase

angle @,. Scalar kP is a penalty coefficient, whose value is 1 in this chapter. Equation
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(5-7a) is the reformulated objective function which adds the penalty term of restoring
frequency, and (5-7b) is a redundant equation for algorithm design.

Theorem 5-1: Let (@, p*,h*,P*,¢*) become an optimum of the problem (5-7).
When @ =0 is satisfied for VieE, the p* and h* are optimal for the problem
(5-6).

5.4 Distributed Solution Method

In this section, a fully-distributed algorithm is designed to solve the reformulated
problem (5-7) based on reverse engineering. To make it clear, the derivation of the
solution method is divided into three steps: 1) derive Lagrangian function; 2) apply
partial primal-dual gradient method to construct a distributed control scheme; 3)

propose the implementation framework of the scheme.

5.4.1 Lagrangian Function Derivation

From the reformulated problem (5-7), the Lagrangian function is derived:

L:ZCi,e(pi)""Ci,h(hi)"'Z%Dia}lz'i'z/li(Pim_pi_Dia)l_ D R+ R)

icE ieE ieE jijels k:kieLs
+Z:ui[Piin_pi_ z Bi (@ —¢;)+ z B (o — )]
ieE JijeLsn k:kieLs in
Bn.i Vini Bn.i Vhi
m| p o omi oo Ymi | nl h _Pni o Vi 5-8
+m;+ ;4 (hl Km,i pl Km,i j n;, ;4 (hl Kn,i pl Kn,i j ( )

+Z7/i+(pi —Ei)—;%’(pi _Ei)+;é‘i+ (_hi +Qn —éiv)+2d’(hi _Qiin+9iv)

icE icE
+ 2, cilBila-¢)-Rl- > oilBi(e-9)-Rl
ieE,ijels ieE,ijels
where the A, #, 7, ¢, 7, &, o indicate the dual variables for corresponding

constraints.

5.4.2 Partial Primal-Dual Gradient Method Application

A partial primal-dual gradient method is applied to reduce the number of
variables and derive the control mechanism of the reformulated problem. Define
a=[y,8,0]. Then reduce the variable @ by:

I:( p! hl P1 ¢| /1! ,Ll) ;; a) = ma!n L(a)v p1 h! P1 ¢! /11 ,Lll 4/1 a) . (5-9)
Furthermore, eliminate variable 5, , by defining:
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L(p.h.P.g, e, 11,6 @) =min L(p.h.P.p, 2. 41, @), (5-10)

where /1=[ﬂe,/1Ld], in which 4; and A, indicate the Lagrange multiplier for
generator buses and load buses, respectively.
Notice that (5-11) needs the measurement of the aggregated power injection R :

fi=,[R"—pi— D Bilp—¢)+ D Bilo—)], (5-11)

jijeéin k:kieein
To eliminate the measurement of P", an intermediate variable r, is introduced in the

solution method where

KE  KE
h=—tp———k (5-12)
Eu &y

where K¢ is a positive coefficient.
Other variables in the partial primal-dual gradient method are:

. ' & Eu + - m B, n B, i
pi:_gpi(ci,e(pi)_g/h Jfg#i a),—?”iri+7/i —7i —m;;éui K_m"'n;(i K_n.) l€Bs, (5-13a)
h ==&y |:Ci',h(hi)_5i+ +or + Z i = Z é,'n} le B (5-13b)
meK+ nekK-
Ri=en(@-@) i jeE ijel,, (5-13¢)

==, Y. By(ui—pj—oij+o5)— Y Ba(w—mi—oj+ow)] i,jkeE, (5-13d)

jijeLsin k:KieLs in

I =Ki[Diw + Z Pij_z Ri— Z I-5>ij((0|_(0j)‘|r Z Bii (o — )] i,j,keE’ (5-13e)

jiels kel jileton kikieLs o
> I Bn i ni ' H
S =g, hi—K‘_ pi—;;’} ieE, (5-13f)
L n,i ni gn
I Bmi m,i ' :
g =égp | - p _I‘;—} leE, (5-13g)
L m,l m,l ;im
ji=e.[P-B], IieE, (5-13h)
V=6, I:pi —bi ]; ieE, (5-13i)
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6 =, [Q"-h—-Q'T;. ieE, (5-13j)
6 =&; [FQN+h+QV];  ie€E, (5-13k)
U'iT=3aﬁ[éij((ﬁ_¢j)—Bj]§ﬁ I,jeE, ijels, (5-13I)
G = & [-Bi(p —@))+RL;, 1 j€E, ijels, (5-13m)

where notations related to & are positive step sizes. The operator [w]; indicates if
w>0 or v>0, [w]y =w, otherwise [w]; =0, so as proved in [55] [w]; <w. Scalar
i in (5-13d) is calculated from r and ;.

Theorem 5-2 (Global asymptotic convergence): Under Assumptions 5-1 and
5-2, the algorithm (5-13) with the network model (5-3) and (5-4) converge to the
optimal  point (&, p-, 0", P @ A&y, (", a")  asymptotically  where
(o, p*,h*,P*,¢") isthe optimal solution of problem (5-7).

5.4.3 Algorithm Implementation

As shown in Figure 5-4, the (5-13) can be implemented in a fully-distributed
manner, i.e., only by local measurement and neighborhood communication can the
algorithm converge to the global optimal.

—— Local Measurement

Cyber Layer ~  ----- » Neighborhood Communication
i Bus k e @, Bus i yT) Bus j i
! B -----mmmee oo > || B -----mmmm oo > LI
: =|=| ¢ =|=| ¢ rTooTT s =|= i
LA Mo I g N
i p h i a)i QII i
\ | Physical Layer P {P,HFR:} i

Figure 5-4. The implementation of the distributed control algorithm (5-13)

The implementation includes two steps: information gathering and control
demand executing:

1) In the physical layer, each bus measures its local frequency deviation and line power
flow deviation and updates the local heat load power deviation which is influenced
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by heat demand, outer temperature, etc.

2) In the cyber layer, each bus exchanges Lagrange multiplier z4(t) and ¢ (t) with
adjacent buses. Then, each bus computes its control variables p;(t+1) and
h (t+1) and sends them to the physical layer to adjust power outputs.

By implementing the above two steps, the system frequency response and control

command generation formulate a closed-loop to restore frequency with optimality

guaranteed.
Theorem 5-3 (Convergence with inaccurate coefficients): If Assumption 5-2
works with following assumptions held:

1) Ci.(p) and Ci,(h) are a strongly convex and second-order continuously
differentiable, and Ci.(p;) and C{,(h) are Lipschitz continuous for a Lipschitz
constant Lz>0.

2) The coefficient &5 of (5-13a) and &, of (5-13b) satisfies:

C W —iﬁ S (i Z Gk + Z ik, =0,

C
611 gﬂ. Ki meK+ nek-

Ci’,e ( Pi ) -

Cin(h)—-or +or + z &m— z =0

meK+ nekK-

3) Define the inaccurate damping coefficient D, =D, +za;, Where the inaccurate

coefficient ra, satisfies:

Tai € 2(9'_ EIZ + E,Dmin ' B""ﬂBlz + E,Dmin) !

where p'=1/Lz and Dy, =minie D.

The closed-loop system (5-3), (5-4), and (5-13) converges to a point
(o, p*, 0", P @ A 15, &, 7", {" ") where the (@*, p*,h*,P*,¢") is the optimal
solution of problem (5-7), even under inaccurate information of coefficients.

5.4 Proof of Optimality and Convergence

5.4.1 Proof of Theorem 5-1

Theorem 5-1: Let (", p*,h",P*,¢") become an optimum of the problem (5-7).
When @ =0 is satisfied for VieE, the p* and h* are optimal for the problem
(5-6).

Let (", p*,h",P*,¢*) be an optimum of the problem (5-7). Assume VieE,
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@ #0. Thus, the optimal cost function of problem (5-7) is:
. . . 1 .
f :Z[Ci,e(pi )+Cin(h )]+Z§kiDDi ()2
icE icE
Then another solution (@, p*,h*,P*,¢*) is constructed with @=0 for VieE,
Py =Bj(p—¢) for i,jeE, ijely,, and B; =0 for i,jeE, ijel\Ly. It is
obvious that this solution is feasible for the problem (5-7), and the corresponding cost
value is:

f= 2 [Ce(p)+Cp (W< T,

which contradicts the assumption that (o", p*,h*,P",¢") is the optimum of the
problem (5-7). Therefore, w'=0 for VieE.

Moreover, it is noticed that the (5-6b) and (5-7c) hold the same form. When
@, =0 and given (p,h,¢), one can always find P which satisfies (5-7b) by using
P, =By(¢'—¢) for i,jeE, ijel,,, and P, =0 for i,jeE, ijeL\L,. As a
result, the feasible set of (5-7) projected to (p,h,¢)-space under @ =0 is the same
as the feasible set of (5-6) on the (p,h,#d)-space [56]. Thus, for any (@, p*,h*, P*,¢")
which is an optimum of the problem (5-7), the (p*,h*) is the optimum of the problem
(5-6).

5.4.2 Proof of Theorem 5-2

Define x=(p,P) , y=({,7,6,0) , and z=(p,h,X, 1,4, y) where
M=, ta]. The control mechanism can be written as:

. oL . ol ol . ol |
=Tp=>, h=-Ty ==, x=-T ==, y=-T,| ==, 5-14

p p ap " 3n X ox y y{ayl ( )

where I'; =diag(e,) denotes the diagonal matrix of the positive coefficient of step
sizes, etc. Define o=(p,h,x) and z*=(o",y*) to be any equilibrium of (5-13). Give:

U,(2) =%(z—z*)T ri(z-77), (5-15)

where I, isa block diagonal matrix consisting of corresponding entries (T',,T", ).

According to Assumption 5-1, L is strictly convex in p and h. In addition, it can
be proved that L is strictly concave in A; and linear in other variables. As a result,
L(o*,y)—L(0*, y*)<0,and L(0*,y*)—L(0,y*)<0. Thus:
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oL

Uos (2) =~(0= 0 S=+(y =y [G—L} o0 S ly—yI &

oy
<[L(0*,y)—L(0*, y)]+[L(0* y*)—L(0, y*)] <0,
which indicates that U,.(z) is bounded when t>0 According to the Lasalle’s
invariance principle, the trajectory z(t) asymptotically converges to the optimal point
Z,, which is the optimal solution of (5-13) where variables are optimal for (5-3) and
(5-4).

5.4.3 Proof of Theorem 5-3

To prove the distributed solution method is robust to inaccurate damping
coefficient D, the following changes are made:

1) p=(Cl.) (A+m),and h=(Cly)" (5 +5)

2) yr=y =¢=0.
The equation (5-3), (5-4), and (5-13) still holds except (5-11):

ﬂi=8ﬂ[l°i‘”—pi+mia>.— D Bile—9)+ Y, éki(@k_(ol):|'

jrijeLlsin k:kieLs in

It can be proved that the time derivative of (5-15) is bounded:
. 1
U (w) < [ (w=w")TH (W(s))(w—w"),

where Ww(s) =w*+s(w—w*). The matrix H is the differential of [ in which

(0,Q") (P, 1) (e, 46) S (£,@)
0 0 0

0 0 | (p,Qv)
H= 0 HPv/’LD 0 0 0 (P!:uLd) ,

0 O 16, 0 O (ﬂGiﬂG)

0 0 0 -h 0 )

0 0 0 0 0 (€,2)

where He .o and H. . are both negative semi-definite sub-matrices.

Next, with the assumptions in Theorem 5-3, since H <0, it can be proved that
according to the invariance principle the problem (5-13) is robust for the inaccurate
coefficient D, when H is negative semi-definite [55].

5.5 Case Studies

Case studies are designed to demonstrate 1) the necessity of considering
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electric-heat coupling constraints in frequency control and 2) the robustness of the
distributed algorithm under inaccurate coefficients.

The topology of the combined heat and power system is shown in Figure 5-5 [54].

Figure 5-5. The topology of combined heat and power

5.5.1 Case 1: Necessity of Considering Electric-Heat Coupling Constraints

This case is designed to present the importance of considering electric-heat
coupling in frequency control. The power step change happens at t=0, where
Pn=0.3p.u.,, Q" =0.3p.u., and the heat inertia QY =0.1p.u. The left boundary of the
CHP unit at bus 3 is h, <0.5p;. The results are shown in Figures 5-6 and 5-7, where
electric-heat coupling constraints are NOT considered in scenario el , and in scenario
e2, electric-heat coupling constraints are considered.
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Figure 5-6. Frequency response to step electric and heat power changes
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According to results in Figure 5-6, the frequency is restored in both scenarios el
and e2, however, the electric and heat power outputs are different under two scenarios.
Apparently, as shown in Figure 5-7, in scenario el power outputs exceed the feasible
region of CHP unit at bus 3, in which the electric-heat coupling constraints (5-6d) and
(5-6e) have been broken. If this circumstance happens, the control commands cannot be
executed, which dangers the frequency stability. But in scenario e2, the proposed
method successfully satisfies the electric-heat coupling constraints (5-6d) and (5-6e)

with the restoration of frequency.

5.5.2 Case 2: Robustness under Inaccurate Coefficient

In this case, the robustness of the proposed method is studied under the step
change Pi"=0.3 p.u. at t=0. To verify the robustness, the tested coefficient D, is
set at k times of the real damping coefficient D;,i.e., D, =kD,.

As shown in Figure 5-8, when k is approaching 0, the frequency damping is
increasing and the convergence speed is decreasing. But if k is too large, the system
becomes unstable and even fails to converge. Under given conditions, the proposed
method is robust when D, varies from 0.1 to 10 times of real value D; .

k=0.1 k=0.5

~N ~N ~N
T T 601l i T Bust b T gl —Bust|
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Figure 5-8. Frequency response under inaccurate coefficients.

5.6 Conclusion

In this chapter, a fully-distributed frequency control method is proposed with
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system-wide optimality for the combined heat and power systems considering
electric-heat coupling constraints, electric line flow limits, and inaccurate damping
coefficients. Based on reverse engineering, the proposed method only needs local
measurement and neighborhood communication to reach system-wide optimality and is
globally asymptotical stability. Case studies show that the proposed method can
eliminate frequency deviations with economic optimality even when the damping
coefficient is inaccurate. Also, it is of vital importance to consider the electric-heat
coupling constraints to ensure the control commands are in the feasible region of
generators.

The future work includes extending the proposed method to large scale cases and
improving the dynamic performance of the algorithm by optimizing the step size.
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Chapter 6: Conclusion

In this dissertation, combined heat and power systems’ challenges from multiple

time scale characteristics and simplifications on system topology and control

mechanisms are addressed in terms of power flow analysis and optimization. Also,

solution methods with improvement in convergence and efficiency are proposed to deal

with the nonlinearity for the power flow problem, the non-convexity for the

optimization problem, and the distributed implementation for frequency control

problem.

1)

2)

3)

4)

The main conclusions from case studies are summarized as follows.

In the combined electric and heat power flow analysis, the proposed method
considers different dynamic time scales of electricity and heat, which improves the
accuracy and convergence compared with the existing steady-state method.
Compared with measurement data, the proposed method has high accuracy. When
loops and variable mass flow are considered, the proposed method overcomes the
commercial software’s failure of reflecting the heat dynamic process.

In the synchronous economic dispatch with variable mass flow, the proposed
optimization model reduces the complexity from the integers in the existing model
without compromise on accuracy. The proposed solution method with improved
convergence and acceleration overcomes the divergence problem of the solver
IPOPT. Compared with existing fixed mass flow methods, the proposed method has
lower costs without any additional devices.

In the asynchronous economic dispatch, the proposed asynchronous dispatch model
incorporates the different adjustment time scales of electricity and heat. Compared
with traditional synchronous methods, the proposed method can maintain
generation-demand balance and eliminate infeasible results, which contributes to the
improvement in efficiency and security. With the heat dispatch interval increasing,
the computational efficiency of the hybrid model is higher than the identical model.
In terms of the frequency control, the proposed fully-distributed control method
restores the frequency with system-wide optimality. The consideration of
electric-heat coupling in the proposed control method overcomes the risk of
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violating generator’s feasible regions. Moreover, the proposed method is robust to

the inaccurate damping coefficient.
As a continuation of this dissertation, several research topics could be extended.

First, quantifying the dynamic time of a given combined heat and power system helps to
decide the proper and efficient adjustment time scale. Second, how to improve the
optimality of the proposed solution method for non-convex economic dispatch in
Chapter 4 is an open question. Last but not least, we can improve the dynamic

performance of frequency control by selecting proper step sizes.
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